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1_ NUMPAC routine 

. Library programs of NUMPAC.are roughly divided into two cathegories. ie .• function subprograms 

and subroutine subprograms. There are some general rules for each of them and the rules are used 

in this manual for simple description. Please read the following explanations carefully before 

using NUMPAC. 

(I) Function subprogram 

(1) Function name and type 

The function name of the real type follows the rule of the i~plicit type specification of 

FORTRAN. 

Example : BJO. ACND 

The function name of the double precision real type consists of the function name of the 

corresponding real type with adding D to the head of it. The function name of the quadruple 

precision real number type (if exists) consists of the function name of the corresponding real 

type with adding Q to the head of it. However. there are some exceptions. 

Example : SINHP. DSINHP. QSINHP 

Example of exception: ALOGl. 'DLOGl. QLOG! 

It is severely observed that the function name for double precision begins with D and that for 

quadruple precision begins with Q. ' Note that the function name should be declared with a 

suitable type in each program unit referring to the function. 

Example : DOUBLE PRECISION DCOSHP. DJ1 

REAL*8 DCELI1. DCELI2 

REAL*16 QSINIIP.QASINH 

Because the function name of double precision always begins with D and that of quadruple 

precision with a. it is conve'nient to use the IMPLICIT statement considering other variables. 

, Example: IMPLICIT REAL*8(D) 

IMPLICIT REAL*8(A-H.O-Z) 

In this way. you need not declare the function n~me. separately. 

(2) Accuracy of function value 

Function routines are created aiming at the accuracy of full working precision as a rule. 

However. this cannot be achieved completely because of fundamental or technical difficulty I). 
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4 
Especially. it is not achieved for functions of two variables and functions of complex variable. 

(3) Limit of argument 

(a) The domain is limited. 

Example : ALOGl 

This function calculates log(l+x) Therefore. x>-l shou Id be sat isf ied. 

(b) The singular point exists. 

Example : TANHP 

Th is funct ion ca Iculates tan 7Cx/2. Therefore, an odd integer x is a sungular i ty. 

(c) The function value overflows. 

Example : 810 
, 

This function is for modified Bessel function lo(x). and for big x. eX is calculated 

referring to standard function EXP. Therefore. overflow limit 252loge2cd74.673 of EXP 

is the upper bound of the argument of this function. 

(d) The function value becomes meaningless. 

Example : BJO 

This function is for Bessel function Jo(x). and standard f~nctions SIN and COS are referred 

to for big x. Therefore. the argument I imit I x I ~2187rCr8.23·105 of SIN and COS is the 

limit of the argument of this function. 

There are many such examples. Note that the value 2187r i~ not a sharp limit and that the 

number of significant digits for the function decreases gradually as approaching this limit even 

if within this limit. 

When the function value underflows, it is set to 0 without special processing. 

(4) Error processing 

When the argument exceeds the limit. an message for the error is printed and the calculation is 

continued with the all function values set as O. The message consists of the function name, the 

argument value, the function value (O) a.nd the reason for the error. 

Example: ALOGl ERROR ARG=-0.2000000B+Ol VAL=O.O ARG.LT.-l 

The error processing program counts the frequency of the errors and stops the calculation if 

the frequency exceeds a certain limit, considering the case that the calculation becomes 

meaningless when the error occurs one after another. Because all users do not want this, you can 

adopt or reject this processing including the print of the message. Subroutine FNERST is 

~, 

',. 

~ 
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provided for this purpose and you can use it in the following way. 

CALL FNERST{IABORT.MSGPRT.LIMERR) 

Argument Type and Attrib Content 
kind ute 

IABORT Integer Input IABORT=O The calculation is not stopped. 
type IABORt~O The calculation is stopped. 

f,{SGPRT Integer o Input MSGPRT=O The message is not printed. 
type MSGPRT~O The message is prInted. 

LIMERR Integer Input Upper bound of frequency of errors. 
type 

If this subroutine is °not called. following values are set as a standard value. 

IABORT=1.MSGPRT=1. LIMERR=10 , 

(11) Subroutine subprogram 

(1) Subroutine name and type 

There is no meaning of the type in the head character of the subroutine name. Subroutines with 

the same purpose and the different type are distinguished by the ending character of the nam~ 

The principle is as follows. 

Single precision : S Complex number : C Vector computer single precision 
Double precision : D Double precision : V 
Quadruple precision complex number : B Vector computer double pr~cision 
: Q Quadruple precision : W 

complex number : Z Vector computer complex number : X 
Vector computer double precision 
complex number : Y 

However. there are some exceptions. 

Example Example of exception 

LEQLUS/D/Q/C/B FFTRlFFTRO 
RK4S/0/Q/C/B MINVSP/MINVOP 
GJMNKS/O/Q 

(2) Argument ••• The following four kinds are distinguished as an attribute of the argument. 

Input Users should set this data before calling the subroutine. As long as it is not 
especially noticed. the data is preserved as it is at the subroutine exit. This 
includes the case when the function name and the subroutine name are used as 
arguments. Note that those names should be declared with EXTERNAL. 
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Output This data is created in the subroutine and is significant for the user. 

Input/Du Data is output in the same place as the input to save area., When input/output 
tput argument is a single variable, you should not specify a constant as a real 

argument. For instance, if LEQLUS is called with ronstant 1 specified in 
input/output argument and is ended normally, IND=O is output, but all constants 1 
are changed to Q 

Work It is an area necessary for calculation in a subroutine, and the content of the 
area subroutine at exit is meaningless for. users. 

The type and attribute of the argument are explained for each subroutine group. The- explanation 

is for single precision. For others, please read it with exchanging the type for the suitable 

one. 

When a subroutine is called with an argument, but the argument is not used, the area for the 

argument need not be prepared. and anything can be written in th~t place. The same area can be 

allocated for the different arguments, only if it is pointed as it like SVDS. There is an 

example (FT235R) that special demand is requested for the argument. 

It is requested for users to provide the function routine and the subroutine for the numerical 

integration routine and the routine for solving differential equations. In this case, the 

number, the type, and the order of the argument should be as specified. If parameters except a 

regulated argument are necessary. they are allocated in COMMON area to communicate with the main 

program. Refer to the explanation of an individual routine for the exampl~ 

D Ichizo Ninomiya; IICurrent state, issues of mathematical software", information processing, 

Vol.23 and PP. 109-117(1982). 
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[ Opening source program to the public] 

The follpwing source programs are published for users requesting them. Calculation can be 

requested directly, and the source list c~n be output or can be copied in the shared file. The 

copied program cannot be given to .the third party without the permission of this center. 

If you need to copy the source list in the card or the data set, please execute following 

procedures. 

(1) Input the following command for TSS. 

NL1BRARY ELM (library name) DDS (data set name)D DSLAVE(ON)D 

When you need only the source list, you can omit DS ana SLAVE. When SLAVE(ON) is specified, 

all slave routines of the program will be output. 

(2) Execute the following job for BATCH. 

//EXEC NLIBRARY. ELM=program namesL DS=' data set names'] L SLAVE=ON] 

You can have examples of the program usage with the following procedures. 

(1) For TSS 

EXAMPLE NAME (library name) [DS (data set name)] 

(2) For BATCH 

//EXEC EXAMPLE, NAME=program names[, DS=' data set names'] 

Four kinds of "manual listed below are prepared concerning library program. 

Numb Manual title Content 
er 

1 Library program and data list All library programs and data which can be 
used in this center are listed. 
Additionally. Ddescription format of the 
NUMPAC routine and notes on useD, DHow to 
choose the NUMPAC routineD• and usage of 
error processing subroutine DFNERST" are 

• described in this list. 

2 Guidance to use library program This volume describes the general use of 
programs except NUMPAC. which can be used in 

(Genera I vo lume : GENERAL VOL. 1) th is center. 
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3 Guidance to use l'ibrary program This volume describes how to use .the 
following five kinds of programs. 

(Numerical calculation : NUMPAC VOL. 1) 1. Basic matrix operations 
2. System of linear equations 
3. Matrix inversion 

. ( Eigenvalue analysis 
5. Polynomial equation and nonlinear 

equation 

4 Guidance to use library program This volume describes how to use the 
following five kinds of programs. 

(Numerical calculation: NUMPAC VOL. 2) & Interpolation, smoothing, and numerical 
differentiation and integration 

1." Fourier analysis 
8. Numerical quadrature 
9. Ordinary differential equation 

10. Elementary function 

5 Guidance to use library program This volume describes how to use the 
followlng nine kinds of programs. 

(Numerical calculation: NUMPAC VOk3) 11. Table functions 
12. Orthogonal polynomial 
13. Special functions 
14. Bessel fu~ction and related function 
1~ Acceleration of convergence of sequences 
1& Linear programming 
11 Special data processing 
la Figure display application program 
la Others 

All these manuals can be.output by "MANUAL command". DPICKOUT command" is available if you 

need part of the usage of individual program. 
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For NUHPAC users 

Please note the following and use NUMPAC effectively. 

(1) The user has the responsibi~ity for the result obtained by NUMPAC. 

(2) When the trouble is found, please report it to the center program 

consultation corner (Extension 6530). 

(3) Do not use NUMPAC in computer systems other than this center without 

permission. 

(4) To publish the result obtained NUMPAC, the used program names (for 

instance, *** of NUMPAC) should be referred to~ 

This manual was translated using Fujitsu's machine translation system ATLAS. 
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BERNOI DBERNO I QBERNO (Bernoull i' s numbers) 

Bernoulli Numbers 

Programm Ichizo Ninomiya, April 1981 
ed by 

Format Function Language: FORTRAN; Size: 57, 57, and 57 lines respectively 

(1) Outl ine 

BERNO (DBERNO, QBERNO) calculates the Bernoulli's number B2n for a positive integer n with 

single (double or quadruple) precision. 

(2) Directions 

1. BERNO (N) , DBERNO (N) , and QBERNO (N) 

N is an arbitrary expression of an integer type. DBERNO (QB~RNO) requires the declaration 

of double (quadruple) precision. 

2. Range of argument 

1~N~48 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as O. .(See nFNERST. n) 

(3) Calculation method 

The table precomputed with a sufficient precision is used. 

(4) Note 

1. There is the following relationship between the Bernoulli's number B2n and Riemann Zeta 

funct ion (" (n). 

B =(_t)n+1 2 (2n)! (2n) 
2n (27r)2n 

2. If n---.oo, I B2n I increases in about the same order as (n/e7r)2n. 
• 

Bibliography 
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BETNO/DBETNO/QBETNO (Beta Numbers) 

Beta Numbers 

Programm Ichizo Ninomiya, December 1987 
ed by 

Format Function Language: FORTRAN; Size: 28, 55, and 84 lines respectively 

(1) Outline 

BBTNO (DBBTNO, QBBTNO) calculates beta numbers (1(n) for a positive integer n with single 

(double or quadruple) precision. 

CD (-l)k 
{1(n)=E (2k+l)n 

k=O 

(2) Direct ions 

1. BBTNO (N) , DBBTNO (N) , and QBBTNO (N) 

N is an arbitrary expression of an integer type. DBETNO (QBBTNO) requires the declaration 

of double (quadruple) precision. 

2. Range of argument 

N~l 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as O. (See DFNERST. D) 

(3) Calculation method 

The table precomputed with a sufficient precision is used. 

(4) Note 

1. 13 (n) N 1-3-n for a suff iciently large number n. 

2. The following expression gives the Buler number ~2n. 

Bibliography 

E2n=( _1)n 2· (2n~ \ 13 (2n+1 ) 
(7r/2) + 
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EULNO/ D EULNO/QEULNO (Euler Number) 

Euler Number 

Programmed Yasuyo Hatano and Kazuo Hatano. MarLh 1983 

by 

Format Function Language; FORTRAN 

(1) Out line 

EULNO (OEULNO.OEULNO) calculates the Euler number E2n for a positive integer n with single 

(double) precision. 

(2) 0 i rect ions 

1. EULNO (N). OBULNO (N). OEULNO (N) 

N is an arbitrary expression of the integer type. OEULNO (OEULNO) requires the declaration 

of double (quadruple) precision. 

2. Range of argument 

1~N~31 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as O. 

• 
(See FNBRST.) 

(3) Calculation method 

The table calculated with sufficient precision in advance is used. 

(4) Bibl iography 

1) Handbook of Mathematical Functions, Oover, N. Y., p.804 (1970). 

U987. 08. 07) 
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FCTRL/DFCTRL/QFCTRL, FFCTR/DFFCTR/QFFCTR, 

H F CTR I D H F C TR I QH F C TR (Factorials) 

Factorials 

Programm Ichizo Ninomiya; December 1987, January 1980 
ed by 

Format Function Language; FORTRAN Size; 25, 41, 66, 36, 62, 106, 67, 
68, and 68 lines respectively 

(1) Out line 

FCTRL (DFCTRL, QFCTRL), FFCTR (DFFCTR, QFFCTR), and HFCTR (DHBCTR, QHFCTR) calculate factorial 

n!, double factorial n!!, and rCn+l/2)!fCl/2) respectively, with single (double, 

quadruple) precision, for an integer n. 

Where, 

1 n=O 
nf: [ 

n (n-1) ······2·1 n>O 

1 n=O 
nI!= [n (n-2)······4·2 n~2 (even number) 

n (n-2)······3·1 n ~ 1 (odd number) 

r cn+l/2)!fCl/2)={?/2.3/2 •.• cn-l/2) 

(2) Direct ions 

n=O 
n~l 

1. FCTRL (N) , DFCTRL (N) , QFCTRL (N) , FFCTR (N) , DFFCTR (N) , QFFCTR (N) , HFCTR (N) • DIIFCTR (N) , and 

QHFCTR (N) 

11 

N is an arbitrary integer-type expression. The double (quadruple) precision function name 

needs to be declared as double (quadruple) precision. 

2. Ra~ge of argument 

Factor ial: 0~N~57. Double factor ial: 0~N~97. HFCTR etc.: 0~N~57. 
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3. Error process~ng 

If the specified argument is outside the rang~ an error message is printed but calculation 

continues with the function value assumed to be O. (See FNBRST.) 

(3) Calculation method 

A numerical table precomputed with sufficient precision is ustd. 

(1987.07.03) 0988.02. 15) 

~ 

~ 
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GAMCO/DGAMCO/QGAMCO (Coefficient of Tayler Series For lIP (x» 

Coefficients of Taylor Ser ies for 11 r (x) 

Programm Ichizo Ninomiya. April 1981 
ed by 

Format Function Language: FORTRAN; Size: 91. 91. and 91 lines respectively 

(1) Out line 

GAMCO (DGAMCO. QGAMCO) calculates the value of coefficients of Tayler series Cn of l/r(x) 

for positive integers n with single (double or quadruple) precision. where 
CD 

l/r (x) = Ecnxn 
n=1 

(2) Direct ions 

1. GAMCO (N) • DGAMCO (N) • and QGAMCO (N) 

N is an arbitrary expression of an integer type. DGAMCO (QGAMCO) requires the declaration 

of double (quadruple) precision. 

2. Range of argument 

N~l 

3. Error processing 

If an argument outside the range is given. an error message is printed, and the calculation 

is continued with the function value as O. (See "PNERST.") 

(3) Calculation method 

The table precomputed with a sufficient precision is used. 

(4) Note 

1. Cn=O is assumed because the funct ion underflow at n~80. 

2. C2 is the Eu ler' s constant T. 

19 

0987.07. 13) 
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HARMS/DHARMS/QHARMS (Partial sum of harmonic series) 

Partial Sum of the Harmonic Series 

Programm Ichizo Ninomiya; December 1987 

ed by 

Format Function Language; FORTRAN Size; 118. 122. and 134 lines 

respectively 

(l) Out line 

HARMS (DHARMS, QHARMS) calculates partial sums 
n 

<p(n)=Et/k 
k=1 

up to term n of the harmonic series, with single (double, quadruple) precision, for an integer 

n. 

(2) Direct ions 

1. HARMS (N), DIIARMS (N), QflARMS (N) 

N is an arbitrary integer-type expression. DHARMS (QflARMS) needs to be declared for 

double (quadruple) precision. 

2. Range of argument 

N~O 

3. Error processing 

If the specified argument is outside the range. an error message is printed but 

calculation continues with the function value assumed to be O. (See FNERST.) 

(3) Calculation method 

(l) I n case of n <0, an error resu Its. 

(2) In case of n=O, <p(n) =0. 

(3) In case of 1~n~100, <p(n) is read from the numerical table calculated beforehand. 

(4) In case of n>100, the following asymptotic expansion is used: 

18



2) 

1 f-t B2k 
q;lCn)=I'+lnCn+l) 2Cn+l) (;t 2k. Cn+l)2k 

where l' is an Bu 1 ert s cons tan t. 

Bibliography 

1) Handbook of Mathematical Functions, Dover, N. Y., p.259 (1970). 

(1987. 08. 05) <1988. 02. 15) 
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Z ET N 0 I D Z ET N 0 I Q Z ET NO (R i emann Zeta f unct ion) 

Riemann Zeta Function 

Programm Ichizo Ninomiya; April 1981 
ed by 

Format Function Language; FORTRAN Size; 42, 62, and 162 lines 
respectively 

(1) Outline 

ZBTNO. DZBTNO, and QZBTNU each calculate Riemann Zeta function ((n) for a positive integer n 

with single. double. or quadruple precision. 

(2) Direct ions 

1. ZBTNO(N), DZBTNO(N). and QZBTNO(N) 

N is an arbitrary integer-type expression. DZBTNO and QZBTNO needs to be declared as 

double and quadruple precision respectively. 

2. Range of argument 

N~1 

3. Brror processing 

If the specified argHment is outside the range. an error message is printed but calculation 

continues with the function value assumed to be O. (See FNBRST.) 

(3) Calculation method 

A numerical table precomputed with sufficient precision is used. 

(4) Notes 

1. Since original ((1) is not defined for n=1, the Buler's constant is output instead: 
k 

y=l im(E+n--logk) 
k-m i=tl. 

2. {(n) "'1+2-n for sufficiently largen. 
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3., The Bernoull i' s constant B2n is given by the following expression: 

B =(-1 )n+1 2 (2n)! ~(2n) 
2n (27r)2n ~ 

Bibliography 

D Handbook of Mathematical Functions, .Dover, N. Y., p.804 (970), 
0987. 07. 08) 

~ 

~ 
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PLEGE/DPLEGE,PLEGA/DPLEGA,PLEGN/DPLEGN,PCHB1/DPCHB1, 

PCHB2/DPCHB2, PLAGU/DPLAGU, PLAGG/DPLAGG, and PHERM/DPHERM 

(Orthogonal polynomials) 

Orthogonal Polynomials 

Programm Ichizo Ninomiya and Yasuyo Hatano: March 1984, revised in December 

ed by 1987 

Format Function Language; FORTRAN77 Size; 130 lines or less each 

(1) Out line 

When order n and argument x (auxiliary variables m and a)- are given, each function calculates 

corresponding orthogonal polynomial as follows: 

PLBGB (OPLBGB) ••• Legendre po 1 ynom i-a I P n (X) 

PLBGA(OPLBGA) ••• Adjoint Legendre function P~ (X) 

PLBGN(OPLBGN) ••• Normalized adjoint Legendre function J5~ (X) 

PCHBI(OPCHB1) ••• Chebyshev polynomial of the first kind Tn (X) 

PCHB2(OPCHB2) ••• Chebyshev polynomial of the second kind Un (X) 

PLAGU (OPLAGU) ••• Laguerre polynomial Ln (X) 

PLAGG(OPLAGG) ••• Generalized Laguerre polynomial L(a~ (X) 

PHBRM (DPHBRM) • •• Herm i te po I ynom i a I H n (X) 

(2) Direct ions 

1. PLBGB (N, X), OPLBGB (N, OX) 

PLBGA{~M,X),OPLBGA(N,M,OX) 

PLBGN (N, U, X), OPLBGN (N, M, OX) 

PCHBI (N, X), OPCHBI (N, OX) 

PCHB2 (N, X), OPCHB2 (N, OX) 

PLAGU (N, X). OPLAGU (N. OX) 

PLAGG (N. At X). OPLAGG (Nt OAt OX) 

PHBRM (Nt X) t OPHBRM (Nt OX) 

N and M are arbitrary integer type expressions. X (OX) and A (OA) are arbitrary single (double) 

23
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precision expressions. A function whose name begins with 0 is used for double precision 

calculation. The function name needs to be declared as double precision. 

2. Range of argument 

O~N, O~M~N, -l<A{OA) 

PLEGA(DPLEGA): M~49 

PLEGN(DPLEGN): M~100 

3. Error processing 

If the argument is outside the range, an error results with an error message printed, but 

calculation continues with the function value assumed to be O. (Refer to FNERST.) 

(3) Calculation method 

Each function calculates a 3-term recurrence formula in the forward direction. 

1. PLEGE (DPLEGE) 

Pk(X)= k «2k-l )XPk-l (x).-(k-l )Pk-2(X)) 

2.PLEGA(DPLEGA) 

P~(x)= k~m «2Ic-l )XP~-1 (x)-(k+m-l )P~-2(X)) 

3. PLEGN (DPLEGN) 

p~(x)=( (2k+l )/(~-m2)) 1/2 

4. PCHB1 (DPCHBl) 

Tk (X) =2rTk-l (X)-Tk-2(X) 

5. PCHB2 (DPCHB2) 

Uk(X)=2rUk-l (X)-Uk-2(X) 

6. PLAGU (OPLAGU) 

24
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Lk~.x)= k «2Jc-l-x)Lk-1 (x)-(k-l )Lk-2(X)) 

7. PLAGG (DPLAGG) 

11a) (x)= k «2Jc-l+a-x)I:1~l (x)-(k-l+a)11~~(x)) 

8. PHERM (DPHBRM) 

Hk(X)=2xHk-l (x)-2(k-l ) Hk-2 (x) 

(4) Note· 

~ P~ (x) = Il-x21 m/2 c!'Pn (x) 

p~(x)d(-t)m«2n+t)·(n-m)!/(2·(n+m)!))1/2p~(X). 

Bibliography 

1) Handbook of Mathematical Functions. Dover. N. V. t pp.771-802 (1970). 

<1989.01. 25) 
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ABRMO/DABRMO,ABRM1/DABRM1,ABRM2/DABRM2 

(Abramowitz functions of the order 0. 1. and 2» 

Abramowitz Functions of the Order 0, 1. and 2 

Programmed Ichizo Ninomiya; December 1986 

by 

Format Function Language; FORTRAN77 Size; 53, 82, 53, 76, 54, and 

80 lines respectively 

(1) OutI ine 

ABRMO (DABRMO), ABRMl (DABRM1). and ABRM2 (DABRM2) calculate fo(x), fl (x), and f2(X) 

respectively for a single (double) precision real x with single (double) precision. 

fm(x) by the Abramowitz function and is defined as follows: 

i.Cx) = fom t"e-(t
2
+x/t)dt Cmi1:0) 

(2) Direct ions 

29 

1. ABRMO (X), ABRMl (X), ABRM2 (X), DABRMO (D), DABRMl(D), DABRM2 (0). X (D) is an arbitrary single (double) 

precision real type expression. DABRMO, DABRMl, and DABRM2 each needs to be declared as double 

precision. 

2. Range of argument O~X, O~D 

3. Error processing . 

If the argument is outside of the range, an error message is printed but calculation 

continues with the function value assumed to be O. (See FNERST.) 

(3) Calculation method 

1. When 1.0~x<1, polynomials AO, Al. A2, and rational functions BO, Bl, and B2 are used to 

calculate: 

fo(x)=logx-x-Ao(x2)+BO(1-x) 

27
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il (X)=logx-x2-Al (x2)+Bl (l-x) 

i2(X)=logx-x3-A2(x2)+B2(l-x) 

2. When 1~x~2. rational approximations CO. Cl. and C2 are used to calculate: 

io(x) =Co (x-1 ) ,il (X)=Cl (1-x) ,i2(X)=C2(1-x) 

3. When x>2. 

io(x)=e-VDo(l/v) ,il (x) =e-v (x!2) l/3Dl (1/v),i2(x)=e-v (x!2)2/3D2(1/v) 

is calculated by polynomial approximations DO. 01. and 02. 

Where. v=3(x/2) 2/3. 

(4) Bibl iography 

1) Handbook of Mathematical Functions. Dover. N. Y .• p.100l (1970). 

<1987.08.06) 
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ABRMW/DABRMW (Abramowitz functions of integral order) 

Abramowitz Functions of the Integral Order 

Programm Ichizo Ninomiya; December 1986 

ed by 

Format Function Language; FORTRAN11 Size; 36 and 31 lines respectively 

(1) Outline 
ABRAMW (DABRMW) calculates fn(x). where n is an integer and x is a single (double) 

precision real. with single (double) precision. 

(m~O) 

(2) Direct ions 

1. ABRMW (N. X). DABRMW (N. D) 

x (D) is an arbitrary single (double) precision expression. 

DABRMW needs be declared as a double precision real type. 

2. Range of argument 

O<N. O<X (D) 

3. Error processing 

31 

If the value given to the argument is outside of the range. an error message is output but 

operation continues with the function value assumed to be O. (See FNERST.) 

(3) Calculation method 

Recurrence formula 

fm(X)=m21 fm-2(X) + ~flll-3(X) 

is used. 

fo(x) ,fl (x) ,f2(X) are calculated by call ing function routines ABRMO (DABRMO). ABRM1 

(DABRM1). and ABRM2 (DABRM2) respectively. 
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ACND/DACND, ACNDC/DACNDC (The Inverses of the Cumulative Normal Distribution 

Function and its Complement) 

The Inverses of the Cumulative Normal Distribution Function and its Complement 

Programm Ichizo Ninomiya. revised in April 1977. April 1981 
ed by 

Format Function Language: FORTRAN; Size: 9. 10. 9. and 10 lines respectively 

(1) Out} ine 

ACND (DACND) calculates ~-I(x) for a single (double) precision real numbers x with single 

(double) precision. and ACNDC (DACNDC) calculates F- I (x) simi larly. 

where. ~1 __ (% e _t2/2 dt , 
~(x) = ,.f2i Jo 

F(x) 
1 10) _Ot 2/2 1 

,.f21C % e dt.... 2 -~ (x) 

and ~-I (x) ,,,-I (x) are the inverse funct ions of ~ (x) ," (x) respecti vely. 

(2) Directions 

1. ACND (X) • DACND (D) • ACNOC (X) • and OACNOC (0) 

X (0) is an arbitrary expression of a single (double) precision real number type. OACNO 

and OACNOC require the declaration of double precision. 

2. Range of argument 

(1) ACNO and OACND 

-~ < X < ~, _1. < D 1 2 < -2 

(2) ACNOC and OACNOC 

O<X<l. 0<0<1 

3. Error processing 

If an argument outside the range is given. an error message is printed. and the calculation 

is continued with the function value as O. (See »FNERST. ») 

33 
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(3) Calculation method 

1. ACND (DACND) 

AB RP (DABRP) is called using the relationship ~-1 (x) = ¥'2err 1 (2x). 

2. ACNDC (DACNDC) 

ABRFC (DABRFC) is called using the relationship ,,-1 (x)=¥'2er!c-1 (2r). 

<1987. 07. 31) 
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AERF/DAERF, AERFC/DAERFC' (The Inverse of the Brror Function and Its Complement) 

The Inverse of the Brror Function and Its Complement 

Programm Ichizo Ninomiya. April 1977 
ed by 

Format Function Language: FORTRAN; Size: 21. 31. 37, and 63 lines I 

respectively I 

! ------- --- -

(1) Out} ine 

ABRF (DABRF) calculates errJx for a single (double) precision numbers x with single (double) 

precision, and ABRFC (DABRFC) calculates eric-Jx similarly. 

where, 

eri x 2 rz 
J7f Jo e-:

t2
dt 

erfc x - 1 L-e-
t2
dt 

er! x + eric x -= 1 

• The functions above are the inverse functions of errJx, eric-Jx respectively. 

/ 

(2) Directions 

L ABRF(X), DABRF(D). ABRFC(X), and DABRFC(D) 

x (D) is an arbitrary expression of a single (double) precision real number type. DABRF 

and DAERFC require the declaration of double precision. 

2. Range of argument 

-1<X<1 and -1<0<1 for the inverse of error functions. 

0<X<2 and 0<0<2 for the inverse of error functions and their complement. 

3. Error processing 

If an argument outside the range is given, an error message is printed. and the calculation 

is continued with the function value as O. (See nFNBRST. n) 

35" 
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(3) Calculation method 

1. AERF (DAERF) 

(1) If Ix I ~1. an error results. 

(2) If Ix I ~O. 75. errJx=xRJ (t) is calculated using the optimal. rational approximation 

RJ. Where. t=(O.75+x) - (0. 75-x). 

(3) If Ix 1>0. 75, errJx=eric-J (l-x) is calculated call ing AERFC (DAERFC). 

2. AERFC (DAERFC) 

(1) If x ~O or x ~2, an error results. 

(2) If 0.25~x~1.75, that is, if II-xl~0.75, eric-Jx=errJ(l-x) is calculated calling 

AERF (DAERF). 

(3) If 0.75<II-xl~0.9375, eric- lx=sign(1-x)-(1-u)-R2(t) is calculated using the 

optimal, rational approximation R2. Where. u=min (2-x , x) , t=(u-O.0625)· (l.9375-ti). 

(4) If I I-x 1>0. 9375, eric-Ix=t· R3 (t) is calculated us ing the opt imal, rat ional 

approximation R3. 

Where, t=,j-log(min(2-x,x». 

Bi bliography 

I} A.J.Strecok; »On the Calculation of the Inverse of the Error Function", Math. Comp •• Vol.22 

<1968}. 

<1987.07.I5} 
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AICGAM/DICGAM (Incomplete gamma functions) 

Incomplete Gamma Functions 

Programm Toshio Yoshida: June 1985 

ed by 

Format Function language; FORTRAN 

(1) Outl ine 

AlGAM (DlGAM) calculates 

rev.x)= Lm e-''u'·-Idu 

Size; 309 and 918 lines respectively 

for single (double) precision real numbers JI and x in single (double) precision. 

(2) Direct ions 

1. AI CGAM (V. XL DI CGAM (W. D) 

V and W correspond to JI. and X and D correspond to x. 

V and X (Wand D) are arbitrary single (double) precisIon real type expressions. DICGAM 

requires declaration of double precision. 

2. Range of argument 

V~O. X~O (W~O. D~O) excluding V=X=O (W=D=O) 

3. Error processing 

If an argument outside the range is given, an error message is output and calculation 

is continued assuming the function value to be O. (See the description of FNERST.) 

(3) Calculation method 

The calculation method of r (JI, x) differs depending on the size of x. When x is small and 

O~JI<I. the function value is calculated from the modification of the following expression 

in order to avoid loss of significant digits near JI ~O: 

35



r(v,x)=r(v)-10'" e~v-ldu 

-nV)e"""{ e:r-Xv~nk!t+V) } 

When 1~ JI.~2, the function value is calculated in the same way. When JI·>2 for r (JI, x), 

the function is calculated by using the following recurrence relation: 

For details, refer to bibliography 1). 

When x is large, calculation is done by the approximation of fJl (1/x) in the following form: 

Note that the approximation is obtained by applying the, method to the following differential 

equat ion that sat isf ies f JI (t) : 

For details, refer to bibliography 2). 

Bibliography 

1) Toshio Yoshida and Ichizo Ninomiya: DComputation of incomplete gamma function r (JI, x) for 

small argument XD, Transactions of Information Processing Soc. of Japan, Vol. 23, No. 5, pp.522-528 

(1982). 

2) Toshio Yoshida and Ichizo Ninomiya: DComputation of incomplete gamma function r (JI, x) for 

large argument XD, Transactions of Information Processing Soc. of Japan, Vol. 25, No. 2. pp.306-312 

(1984). 
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4-D 

BETIC/DBETIC (Incomplete Beta Integral) 

Title Incomplete Beta Integral 

Programmed Ichizo Ninomiya, April 1983 

by 

Format Function Language: FORTRAN; Size 34 and 35 linrs respectively 

(1) Out} ine 

BETIC (DBETIC) calculates the incomplete beta integral 

B(x ,a,b)= I: ta-I (I-Ob-Idt 

for single (double) precision real numbers x, a, and b with single (double) precision. 

(2) Directions 

1. BETI C (X, A, B) 

DBETIC (0, p, Q) 

A, B, and C (0, P. Q) are arbitrary expressions of single (double) precision number type. 

DBETIC requires the declaration of double precision. 

2. Range of argument 

O~X~1. O~A, O~B. A+B~56, 

O~D~l. O~P. O~Q, P+Q~56 

3. Error processing 

If an argument outside the range is given. an error message is printed. and the calculation 

is continued with the function value as O. 

(3) Calculation method 

1. If O~x~O.575. the Taylor series 
f-. (-1)k (b-1) (b-2) ••• (b-k)rc+ J 

B(x,a,b)=~ k!(a+k) 

is calculated. 

~ If O.575<5~1. the calculation of B(x.a.b) is reduced to that of B(l-x. b. a} using the 
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relationship ·of B (x,.a,b)=S,(a, bl-B (1~x, b, a), 

where, a complete Beta Integral is calculated as. 

B (a, b)={ 

;r (a)-r (b)/r (atb) (atb=fon 

1Z" /sina 1Z" 

n 
/. 

(a+b=l) 

·4··' 

<1987.08. 11) 
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BlAS I 0 BlAS I BlASP I 0 BlAS P (Solution of Blasius equation and its der ivatives) 

Solution of Blasius Equation and its Derivative 

Programm Ichizo Ninomiya; March 1987 

ed by 

Format Function Language; FORTRAN77 Size; 31. 56. 32. and 55 lines 

respectively 

(1) Outline 

BLAS (DBLAS) calculates f(x) for a sinOgle (double) precision real x. with single (double) 

precision. 

BLASP (DBLASP) calculates j' (x) for a single (double) precision real x. with single (double) 

precision. 

Where. f satisfies 2f" '+ff"=O, f(O)=f' (0)=0, f' (CD)=1. 

(2) Direct ions 

1. BLAS{X). BLASP{X). DBLAS{D). DBLASP(DL X (D) is an arbitrary single (double) precision 

real-type expression. DBLAS and DBLASP need to be declared as double precision. 

2. Range of argument X~O and D~O. 

3. Error processing 

If the argument is outside of the range. an error message is printed but calculation continues 

with the function value assumed to be O. 

(See FNERST.) 

(3) Calculation method 

1. When 0~x~3. 7490234375. polynomial approximation A and B are used to calculate: 

f(x)=r--A(t) , 

f' (x)=x-B(t) , 

t =00;3/2, 0:=0. 3320573?S21519329894 . 

2. When 3. 7490234375<X~10(14). rational approximation C and D are used to calculate: 

f(x)=x-/3+e-z2 -C(u)/r, 

40



ft (x)=l +e-z2 -D(u)/z, 

z=(x-/3)/2, 

u=3.7400234375/z, 

. /3= 1 . 7207~657520502B196 . 

3. When x>10(14), then 

f(x)=x-/3 

ft (x)=l . 

(4) Summary. 

In the range of 3. 7490234375<x~14. precision of DBLASP is indicated by a relative error of 

about 10-15• 

(1987.08.07) 
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CELl 11 DCEL I 11 QC EL I 1 and C EL I 21 DC ELl 21 QC EL I 2 (Complete Ell iptic Integrals 

of the First and the Second Kind) 

Complete Elliptic Integrals of the First and the Second Kind 

Programm Ichizo Ninomiya, April 1977 
ed by 

Format Function Language: FORTRAN; Size: 36, 61, 40, and 64 lines 
respectively 

(l) Out line 

CELIl (OCELIl. QCELIl) calculates K(x) for a single (double) precision ·real numbers x with 

single (double) precision. and CELI2 (DCELI2, QCELI2) calculates E(x) simi larly, 

where, 
7C 

K(x)= ("2 de , 
10 ~ l-xsin2e 

7C 

E(x)= 102 
,.Jl-xsin2e de 

That is. x is a value that is usually written as ~ . 

(2) 0 i rect ions 

1. CEL 11 (X) , DCEL 11 (D), JICEL 11 (Q) , CEL I 2 (X) , DCEL 12 (0). and QC EL I 2 (Q) 

X (D) is an arbitrary expression of a single (double) precision real number type. OCELlI and 

DCELI2 require the declaration of double precision. 

2. Range of argument 

O~X<1 and O~D<l for the complete elliptic integral of the first kind. 

O~X~l and O~D~l for the complete elliptic integral of the second kind. 

3. Error processing 

. If an argument outside the range is given, an error message is printed, and calculation is 

continued with the function value as O. (See "FNERST. ") 
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(3) Calculation method 

1. CELII (OCELlI, OCELlI) 

(1) I f x <0 or X ~ 1, an error resu Its. 

(2) If 0~x<1/2, a rat ional approximat ion funct ion of y=l-x is used. 

(3) If I/2~x<1, rat ional approx imat ions P and 0 are used to calculate K (x) =P (y) -0 (y) logy, 

where Y=l-x. 

2. CELI2 (OCELI2, OCELI2) 

(1) I f x <0 or x 1, an error resu Its. 

(2) If x = 1. E (x) = 1. 

(3) If O~x<I/2. a rational approximation function of Y=l-x is used. 

(4) If 1/2~x<1, rational approximations P and 0 are used to calculate E(X)=P(y}-O(y} logy, 

where y=I-x. 

(4) Note 

Note that not the modulus k but k2 is put in the argument x. 

Bibliography 

I} Handbook of Mathematical Functions, Dover, N. Y., p.587 (1970). 
<1987.07.31) 
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CGAMMAI CDGAMAI CQGAMA (Gamma function for complex arguments) 

Gamma Punction for Complex Arguments 

Programm Ichizo Ninomiya; April 1977; Revised in December 1986 

ed by 

Pormat Punction Language; PORTRAN Size; 76. 77. and 120 lines 

respectively 

(1) Out line 

CGAMMA (CDGAMA, CQGAMA) calculates r(z) for single (double, quadruple) precision complex number 

z, as a single (double, quadruple) precision complex number. 

(2) Direct ions 

1.CGAMMA(C).CDGAMA(B),CQGAMA(Z) 

C (B, Z) is an arbitrary expression of the single (double. quadruple) precision type. 

CGAMMA (CDGAMA, CQGAMA) needs be declared to be a single (double. quadruple) precision 

complex. 

2. Range of argument 

The range of argument is a complex plane from which O. negative integers. and an area where 

gamma function values overflow are excluded. 

3. Error processing 

If the value given to the argument is outside of the range. an error message is printed but 

operation continues with the function value assumed to be O. (See PNERST.) 

(3) Calculation method 

Suppose the argument is z=x+iy. 

1. When z is 0 or a negative integer. an error results. 

~ When Ixl>56 orlyl>56. an error results. 

3. When Izl~l or Ixl~0.5 and lyl~1.0. l/r(z) is calculated by the Taylor series. 

( When x<O. it is converted into the case of x>O using the inversion formula 

r(z)=~/(r(l-z)·sin~z). 

5. When x2+y2>16(32, 144), Logr (z) is calculated by the partial sum of asymptotic series 
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log r(z) = (z-l!2) -Z ogz+l og,.f2i -z+ E:==tCn/z2n-t. 

6. When lyl~I.0 but the argument is outside of (I} and (3), the asymptotic expansion 

r (z)= r (z+1 )/z is repeated as many times as needed to reduce to the case of 3. 

7. When 1 y 1>1.0 and ~+!l:i 16(32,144), the asymptot ic expansion r (z+ 1) =Z r (z) is 

repeated as many times as needed to reduce to the case of 3. 

(4) Note 

1. CDGAMA and CQGAMA can be replaced by DCGAMA and QCGAMA respectively. 

0987.08.07) 
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CLASN/DCLASN (Clausen's Integral) 

Clausen's Integral 

Programm Ichizo Ninomiya, February 1985 

ed by 

Format Punction Language; FORTRAN77; Size; 29 and 43 lines respectively 

(1) Out} ine 

CLASN (DCLASN) calculates the Clausen's integral f(x) for a single (double) precision real 

number x with single (double) precision. Where, 

I(x) =- f1C% l og(2sini )dt= t sinklCX 
Jo 2 k=t ~ 

(2) Direct ions 

1. CLASN (X) , DCLASN (D) 

X(D) is arbitrary an expression of single (double) precision real type. DCLASN requires 

the declaration of double precision. 

2. Range of argument IXI~1 and IDI~1 

3. Error processing 

If an argument outside the range is given, an message is printed, and the calculation is 

continued with the function value as O. (See PNERST.) 

(3) Calculation method 

1. If Ixl>1, an error results. 

2. If Ixl~1/2, f(x)=1rx(A(x 2 )-log(1rx» is calculated with the optimal approximation A. 

3. If 1/2<lxl~1, f(x)=x-B(x 2
) is calculated with the optimal approximation B. 

Bibliography 

1~ Handbook of Mathematical Functions, Dover, N. Y., p.1005 (1970) 

• 

(1989. 01. 25) 
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CND/DCND, CNDC/DCNDC (The Cumulative Normal Distributicn Punction and its Complement) 

The Cumulative Normal Distribution Function and its Complement 

Programm Ichizo Ninomiya. revised in April 1977. April 1981 
ed by 

Format Function Language: FORTRAN; Size: 5. 6. 5. and 6 lines respectively 

(1) Out} ine 

CND (DCND) calculates ~(x) for a single (double) precision real numbers x with single 

(double) precision. and CNDC (DCNDC) calculates I" (x) simi larly. 

where. 

III (x) k- fox e -t212 dt 

I"(x) 1::1 -- e-t dt=--~(x) 1 lCD 2/2 1 
,.f2i :r 2 

(2) Direct ions 

L CND (X), DCND(D). CNDC(X), and DCNDC(D) 

x (D) is an arbitrary expression of a single (double) precision real number type. DCND and 

DCNDC require the declaration of double precision. 

2. Range of argument 

There is no limit on arguments. 

(3) Calculation method 

1. CND (DCND) 

The elementary external function ERF (DERF) is called using the relationship 

~(x)=erf(x/~)/2. 

2. CNDC (DCNDC) 

The elementary external function ERFC (DERFC) is called usin~ the relationship 

v(x)=erfc(x/~)/2. 
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DAWSN/DDAWSN (Oawson· s Integral) 

Oawson·s Integral 

Programm Ichizo Ninomiya. February 1985 

ed by 

Format Function Language: FORTRAN77; Size: 62 and 125 lines respectively 

(1) Out line 

OAWSN (OOAWSN) calculates the Oawson's integral f(x) for a single (double) precision real 

number x with single (double) precision. Where, 

f(x)=e..z2 fox e l2dt 

(2) 0 i rect ions 

1. OAWSN (X) , OOAWSN (0) 

~I 

X (D) is an arbitrary expression of single (double) precis~on real type. OOAWSN requires the 

declaration of double precision. 

2. Range of arguments: None. 

(3) Calculation method 

1. OAWSN 

(1) If Ixl~4, the optimal rational approximations A is used according to the value of Ixl to 

calculate f(x)=x-A(x 2). 

(2) If Ixl>4, we calculate f(x)=P«4/x)2)/x with the Optimal polynomial approximation P. 

2. OOAWSN 

(1) If Ixl~6, the optimal rational approximation formula 8 is used according to the value of Ixl 

to calculate f(x)=x-B(x 2). 

(2) If Ixl>6, we calculate f(x)=Q«6/x)2)/x with the optimal 'polynomial approximation Q. 
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Bibliography 
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o E BYE I DOE BYE (De bye Funct ion) 

Debye Function 

Programm Ichizo Ninomiya, December 1987 

ed by 

Format Function Language: FORTRAN77; Size: 33 and 49 lines respectively 

(1) Out line 

DEBYE(DDEBYE) calculates the Debye function Db(x) for a single (double) precision real 

numbers x with single (double) precision. 

Where, 

rZ t dt 
Db(x)= Jo et-l 

(2) Directions 

1. DEBYE(X) and DDEBYE(D) 

X (D) is an arbitrary expression of single (double) precision. 

DDEBYE requires the declaration of a double precision real type. 

2. Range of argument 

No limit. 

(3) Calculation method 

(1) I f x <-18. 42 (-41. 45). Db (x) =-~ /6-x2 /2. 

(2) If -18.42(-41. (5) ~x<-2, Db(x)=-~/6-ln2( -t)/2-t -A(t) is calculated using an 

optimal polynomial approximation A. 

Where, t=l/(l-e-Z
) 

(3) If Ixl~2. Db(x)=x- (1-x/4+x2-B(x2)) is calculate..I using an.optimal polynomial 

approx ima t ion B. 

(4) If 2<x ~18. 42(41. 45), Db (x) =~ /6+t -x+t (1 +t/4+tZ-B(tZ)) is calculated. Where, 

t=ln(l-e-Z
) 
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(5) If x>18. 42(41. 45). Db(x)=~/6. 

(4) Note 

There is the relationship Db(x)=Sp(-ln(l-x)) with the fL:nctions Sp of Spence. 

Bibliography 

1) Handbook of Mathematical Functions, Dover, N. Y. p.998 (1970) 

0987.08.07) 0988.02. 15) 
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D IGAMI DD I GAM (Digamma Function) 

Digamma Function 

Programm lchizo Ninomiya. April 1981 
ed by 

Format Function Language: FORTRAN; Size: 37 and 47 lines respectively 

(1) Outline 

DIGAM (DDIGAM) calculates the digamma function w(x)=r' (x)/r(x) for a single (double) 

precision real numbers X with single (double) precision. 

(2) Direct ions 

1. D I GAM (X) and OD I GAM (D) 

X (D) is an arbitrary expression of a single (double) precision real number type. DDIGAM 

requires the declaration of double precision. 

2. Range of argument 

However. 0 and negative integers are excluded. 

3. Error processing 

If an argument outside the range is given. an error message is printed. and the calculation 

is continued with the function value as O. (See "FNERST. ") 

(3) Calculation method 

1. If x <0. 5. the argument is converted to x ~O. 5 using the inversion formula 

w( 1-x) =w(x) +1C cot 1CX. 

2. If O. 5~x ~16. the argument is converted to O. 5~x ~1. 5 using the recurrence formula 

W(x+1 )=W(x)+1/x. and W(x) is calculated as W(x)=R(t)+t/(1+t)-r, t=x-1 using the 

optimal rational approximation formula l 

3. If x>16. the optimal polynomial approximation related to 1/x2 of W(x)-log(x)+1j2x is 

used. 
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D I LOG I DD I LOG I CD I LOG I CDDI LG (Di logarithm) 

Dilogarithm 

Programm Ichizo Ninomiya. December 1987 
ed by 

Format Function Language: FORTRAN; Size: 8. 9. 5. and 5 lines respectively 

(1) Out line 

DILOG(DDILOG.CDILOG.CDDILG) calculates the dilogarithm 

dil09(X)=_j(1 ~~tdt 
for single precision real numbers (double precision real number. single precision complex number. 

double precision complex number) x with single precision real numbers (double precision real 

number. single precision complex number. double precision complex number). 

(2) Directions 

1. DJ LOG (X). DDILOG (D). COl LOG (C). and COOl LG (B) 

X. D. C. and B are arbitrary expressions of corresponding types. DDILOG. COl LOG. and 

CDDILG require the declaration of corresponding types. 

2. Range of argument 

X>O. 0>0 

3. Error processing 

If an argument outside the range is given. an error message is printed. and the calculation 

is continued with the function value as O. (See "FNERST. ") 

. (3) Calculation method 

Spence function routines are called using the relationship dilog(x)=Sp(l-x). 

Bibliography 

1) Handbook of Mathematical Functions. Dover. N. Y .• p.1005 (1970). 
(1987. 07. 07) (1988. 01. 27) 
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ER Fell D ER Fe 1 (Integral of complementary error function) 

Integral of the Complementary Brror Function 

Programm Ichizo Ninomiya: May 1986 

ed by 

Format Function Language; FORTRAN Size; 55 and 110 lines respectively 

(1) Out} ine 

BRFC1 (or OBRFC1) calculates i 1 erfcx with single (or double) precision for single (or double)' 

precision real x. where. 

ilerjcx=J:~erjctdt 

erjcx= 1 J:~ e-t2dt · 

(2) 0 i rect ions 

1. BRPC1 (X). OBRPC1 (0) 

X (or D) is an arbitrary single (or double) precision real type expression. DBRPCl 

requires declaration of double precision. 

2. Range of argument 

x~o. D~O 

3. Error processing 

If the argument is outside the range. an error message is printed but calculation 

continues with the function value assumed to be Q (Refer to FNERST.) 

(3) Calculation method 

(1) When x <0. an error resu Its. 

(2) When o~x ~2. to calculate a rat ional funct ion f (x) is used. 

i ler!cx=(!(x))8 

(3) When 2<x ~13.1. a rational function g is used to calculate 
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i lerfcx=e-X2g(4/x2) 

(4)· When x>13. 1. 

i lerfcx=O 

Bibliography 

1) Handbook of Mathematical Functions. Dover. N. Y •• p.299 (1970). 

(1987.08.05) 
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EX I I D EX I and E I ID E I (Bxponential integral) 

Bxponential Integral 

Programmed Ichizo Ninomiya; April 1985 

by 

Format Function language; FORTRAN77. Size: 57 and 113 lines 

respectively 

(1) Outl ine 

For single (double) precision real x. BXI (DBXI) and BI(DBI) each calculate the following 

exponential integrations with single (double) precision: 

1% t 

Ei (x)= -CD t dt l ID -t 

,El (x)= :r et dt ( El (x)=-Ei (-x) ) 

If x, Ei (x) is regarded as the Cauchy' s principal value. 

(2) 0 i rect ions 

1. BXI (X), DBXI (D), BI (X), DBI (D) 

x (D) is an arbitrary single (double) precision real type expression. DBXI and DBI 

require declaration for double precision. 

2. Range of argument: X#=O, X~174. 673 0#=0, and D~174. 673 for BXI and DBXI 

X*O, X~-174. 673 0#=0. and D~-174. 673 for BI and DBI 

3. Brror processing 

If an argument outside the range is given, an error message is printed and calculation is 

continued with the function value put to 0. 

(3) Calculation method 

1. BX I (DBX I) 

(1) When x<O, Ei (X)=-El (-x) is calculated by function routine BI or DBI. 

(2) When O<x~6, an optimal rational approximation A is used as follows: 
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Ei(x)=(x-z)-A(6-x)+log(x/z) 

Here, z=0.37250741078136663446 is the zero of Ei (z). 

(3) When 6<x ~12. an optimal rational approximation B is used as follows: 

Ei(x)=B(6/x-l/2)-ex/x 

(4) When 12<X~24, an optimal polynomial approximation C is used as follows: 

E i (x) =C ( I-12/x) -eX /x 

(5) When 24<x~174.673. an optimal rational approximation D is used as follows: 

Ei (x)=D(I-24/x) -ex/x 

2. Calculation method of El (DEI) 

(1) When x<O, the function routine EXI or DEXI is used to calculate; 

Et (x)=-Ei(-x) 

(2) When O<x ~1, a rational approximation P is used as follows: 

Et (x)=P(x)-logx 

(3) When 1<x ~2. a rational approximation Q is used as follows: 

. Et (x) =Q (x-I) 

(4) When 2<x ~175. 040, a rational approximation R is used as follows: 

Et (x)=R(2/x)e-z/x 

(5) When x> 175.040, we put Et (x)=O. 

(4) Bibl iography 

1) Handbook of Mathematical Functions, Dover, N. Y. p.228 (1970) 

0987. 08. 05) 0987. 08. 11> 0987. 08. 24) 
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FRESS/DFRESS and FRESC/DFRESC (Presnel Sine and Cosjne Integrals) 

Presnel Sine and Cosine Integrals 

Programm Ichizo Ninomiya, April 1977 
ed by 

Pormat Punction Language: PORTRAN; Size: 72, 128, 72, and 128 lines 
respectively 

(1) Out line 

PRESS (DERRESS) calculates Sex) and for a single (double) precision real numbers x with 

single (double) precision, and PRESC (DPRESC) calculates C(x) simi larly, 

where, 

Sex) =z _1_ r:r sint dt 
,J2i Jo ,ff 

C(x) => _1_ r:r cost dt 
,J2i Jo ,ff 

(2) Direct ions 

1. ·PRESS (X) , DPRESS (D) , PRESC (X) , and DPRESC (D) 

x (D) is an arbitrary expression of a single (double) precision real number type. The 

function name of double precision requires the declaration of double precision. 

2. Range of argument 

O~X, O~D 

3. Error processing 

If an argument outside the range is given, an error message is printed. and the calculation 

is continued with the function value as O. (See "PNERST. ") 

(3) ·Calculation method 

1. If O;a!;x;a!;2, 
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S(x)=x· rxAs(x2 ), C(x)=rxAcex2 ) are calculated using the polynomial 

approximations As,Ac. 

2. If 2<x~4t 

S(x)=Bsex-3) , Cex)=Bcex-3) are calculated using the polynomial 

approximations (rational) Bs ,Bc. 

3. If 4<x~6t 

Sex) =Cs (x-5) , C(x)=Ccex-5) are calculated using the polynomial approximations 

Cs ,Cc. 

4. If 6<x~8t 

Sex)=Dsex-7) , Cex)=Dcex-7) are calculated using the polynomial approximations 

Ds,Dc. 

5. If 8<X~8. 23-105 (3.53-1015
). 

R(x)=E(t), ~(x)=t-F(t), t=8/x, 

S(x)=k - cos(x-~)· ~, 

C(x)=k + sin(x-~)· ~ 

are calculated using the polynomial approximations (rational) E,l'. 

6. If x >8. 23-105 (3.53-1015
). 

S(X)=k, Cex)=k 

'3 
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(4) Note 

1. Note that Fresnel integrals have a different definition. 

Bibliography 

1) Handbook of Mathematical Functions, Dover, N. Y., P.300. 
<1987.07. 15) <1987. 08. 11) 
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HYPGM/DHYPGM/QHYPGM, CHPGM/DCHPGM/QCHPGM (Hypergeometric series and 

confluent hypergeometric series) 

Title Hypergeometric Series and Confluent Hypergeometric Series 

Programmed Ichizo Ninomiya; December 1987 

by 

Format Function Language; FORTRAN Size; 2L 22, 22, 17, 18, and 18 

lines respectively 

(1) Out line 

HYPGM, DHYPGM, and OHYPGM each calculate the following hypergeometric series, in single, 

double, or quadruple precision with the accuracy given bye, fQr single, double, or quadruple 

precision real numbers a, b, c and x: 

F( b ) = ~ (a)n(b)nxn 
a, ,c,x l..J () t 

n=O C nn. 

CHPGM, DCHPGl and OCHPGM each calculate the following confluent hypergeometric series, in 

single, double, or quadruple precision with the accuracy given bye, for single, double, and 

quadruple precision real numbers a, b and x; 

f-t (a)nxn 
M(a,b,x)=l..J (b) t 

n=O nn. 

where (a) n=a· (a+ 1) • • • (a+n-l ) . 

(2) Directions 

1. HYPGM (A, B, C, X, E), DHYPGM (OA, DB, DC, DX, DE), OIlYPGM (OA, OB, QC, OX, OE) 

CHPGM(~B,X,E), DCHPGM(DA,DB,DX,DE), OCHPGM(QA,OB,OX,OE) 

A, B, C, X, and E (DA, DB, DC, DX, DE; QA. OB, QC, OX, OE) are arbitrary single (double; 

quadruple) precision expressions. DHYPGM and DCHPGM (OHYPGM and OCHPGM) need to be declared as 
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double (quadruple) precision. 

2. Range of argument 

HYPGM (DHYPGM. OHYPGM): O~ I X I. I OX I. I OX I ~ 1 

3. Error processing 

If the specified argument is outside the range or if no convergence occurs after calculation 

of 1.000 terms. an error message is printed but calculation continues with the function value 

assumed to be O. 

(3) Calculation method 

The series are accumulated .sequentially starting from the first term. When the absolute value 

of the term added last is smaller than e; then convergence is assumed to have occurred. The 

partial sum is used a the function value. 

(4) Summary 

Notice that some combinations of a. b. c. x and e may cause overflow or underflow or 

nonconvergence. 

Bibliography 

1) Handbook of Mathematical functions. Dover. N. Y. p.505. p.556 (1970) 

(1987.08. 11) (1988.02. 15) 
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ICEILS/D (Incomplete Elliptic Integrals of the First and Second Kind) 

Incomplete Elliptic Integrals of the First and Second Kind 

Programm Ichizo Ninomiya. February 1982 
ed by 

Format Subroutine Language: FORTRAN; Size: 74 and 79 lines respectively 

(1) Outl ine 

If the upper limit x and parameter m are given. ICBILS/D calculates the first and second kind 

incomplete elliptic integrals 

F(x,m)= d = dfJ L
x t L'P 

o ~(1_t2)(1-mt2) 0 ~1-n~in2fJ 

and 

E(x,m)= rx ~ dt= r'P ~1-~in2fJdfJ 
Jo '" t=f2 Jo 

where. 

o~x~ 1, O=aCP~7r/2, O=am~ 1 , (x=sincp) 

(2) Directions 

CALL I CBI LS/D (X. AM. F. B, CF, CB, I ND) 

Argument Type and AUr ibut Content 

kind (*1) e 

X Real type Input Upper limit of integral. O~x~l 

AM Real type Input Parameter m ( =~) • O~m~l 

F Real type Output Incomplete elliptic integral of the first kind F(x,m). 

E Real type Output Incomplete elliptic integral of the second kind E(x.m). 

CF Real type Output Complete elliptic integral of the first kind K(m). 

CB Real type Output Complete elliptic integral of the second kind E(m). 
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Argument Type and Attribut Content 

kind (*1) e 

IND Integer Input/ou Input: IND=O: Only F and CF are calculated. 

type tput IND=t=O: -F. E. CF. and CE are calculated. 

Output: IND=O: Normal termination. 

IND=10000: x=O. x=l, m=O. or m=1 occurred. The 

result is normal. 

IND=20000: Arithmetico-geometrical mean method did 

not converge even though the calculation 

was repeated 20 times. 

IND=30000: x<O. x>1. m<O. or m>1 occurred. The 

calculation is interrupted. 
---~-

*1 For ICEILD. all real types should be changed to double precision real types. 

(3) Calculation method 

Gauss's arithmetico-geometrical mean method is used. 

1. Start ing from 00=1 , ho=41-m , CO=Fm. a sequence (ai, hi, Ci) , i=l ,2, · .. is generated 

as follows: 

ai+J= (ai+bi) /2, 

bi+ t=.v'aibi , 

Ci+J= (ai-bi)/2, 

If CN~O is reached with a sufficient precision. the generation is stopped. Then. the complete 

elliptic integrals are given by 

K (m) =rr./ (2aN) , 

E(m)=K(m) {l-~ (cb+2ct+~c2+' .. +ttc~) } 

. . -J . 2. Starting from ~=Stn x. a sequence CPJ ,CP2, ••• ,CPN IS generated as follows: 

tan«(!>i+l-cpi)=(bi/ai) tancpi, i=O, 1, ... ,N-l 

where. <Pn+ J>%, 

I %+1-2% I <7C. 

~ 

~ 
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Then, the incomplete ell ipt"ic integrals are given as 

F(x,m)=~N/(~ON) 

E"(x,m)=(E(m)/K(m)) . F(x,m)+ctsin~t+· .. +cNsin~N 

3. If m=1 , 

CF=O, (K(m)=CD) 

CE=l 

F=.llog l+x=logM(tan( ~ +1L) ) 
2 I-x 2 4 

E=x 

(4) Note 

1. This subroutine is used to calculate the standard incomplete elliptic integral of the first 

and second kinds. It also outputs the complete elliptic integral of the first and second kinds 

as a by-product. When only the complete elliptic integral is to be calculated, however, it is 

more reasonable to use the special function routines CBLIl (DCBLIl) and CBLI2 (DCELI2). 

2. This routine memorizes the AM value of the last call. If the same AM value is subsequently 

input, part of the step in 1 in DCalculation methodD above is omitted. Thus, it is more 

reasonable to call this routine with the AM value left unchanged and only the X value changed. 

3. If P is a cubic or quartic polynomial of t, and R is an arbitrary rational function, the 

general elliptic integral 

tR( ./P)dt 

can be reduced to the three standard types: first kind F(x,m), second kind E(x,m), and 

third kind n(n;x,m) through appropriate variable transformation. 

Where, 

rx dt 
TI(n;x,m)=Jo (l-nt2)~2)(i-m2t2) 

Bibliography 
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J ACE L SI 0 I Q '(Jacobian Ell ipt ic Funct ions sn, cn,dn sn, cn, dn) ) 

Jacobian Ell iptic Functions sn,cn,dn sn,cn,dn) 

Programm Ichizo Ninomiya, April 1977 
ed by 

Format Subroutine Language: FORTRAN; Size: 54 and 55 lines respectively 

(1) Out} ine 

JACELS (JACELo) is a subroutine subprogram for calculating the Jacobian elliptic function 

sn(u,i!-) ,en(u,i!-) ,dn(u,~) and complete elliptic integral of the first kind K(~) for 

single (double) real numbers u,~ with single (double) precision. 

(2) Directions 

CALL, JACELS/o/O (D, AK. SN, CN, ON, OP, ILL) 

Argument Type and Attribut Content 

kind (*1) e 

U Real type Input Variable u. IDI~OP 

AK Real type Input Square ~ of the modulus k. O~AK~1 

SN Real type Output The value of the sn function is output. 

CN Real type Output The value of the en function is output. 

ON Real type Output The value of the ch1 function is output. 

OP Real type Output The value of K is output. 

ILL Integer Output ILL=O: Calculation is normally executed. 

type ILL=30000: AK<O or AK>l. 

ILL=1: IDI>OP occurred. 

*1 For double precision subroutines, all real types should be changed to double precision real 

types. 

(3) Calculation method 

Salzer's arithmetico-geometrical mean method 1) is used. 

7/ 
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(4) Note 

Note that not the modulus k but kl is input in AK. 

Bibliography 

1) H. B. Salzer; "Quick Calculation of Jacohian IBIiptic Functions", CACM, Vol. 5, p.399, (1962). 

(1987.06.26) (1987.08.21) 
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PN/DPN, PNM/DPNM (Legend re and Adjoint Legendre Polynomial) 

Legendre and Adjoint Legendre Polynomial 

Programm Ichizo Ninomiya and YasuY9 Hatano. revised in April 1977; December 
ed by 1987 

Format Function Language: FORTRAN; Size: 18. 19. 31. and 32 lines 
respectively 

(1) Out 1 ine 

PN (DPN) calculates Pn(x) for an integer n and a single (double) precision real number x 

with single (double) precisio~ 

PNM (DPNM) calculates P~(x) for 'integers n,m and a single (double) precision real numbers x 

with single (double) precision. where, Pn(x) is a Legendre polynomial, and ~(x) is a Legendre 

adjoint polynomial. 

(2) 0 i rect ions 

1. PN (N. X). DPN (N. D). PNM (N, M, X). and DPNM (N, M, D) 

N and M are arbitrary expressions of an intege~ type, and X (D) is an arbitrary expression 

of a single (double) precision real number type. DPN and DPNM require the declaration of 

double precision. 

2. Range of argument 

O~N. O~M~N. 

3. Error processing 

If an argument outside the range is given, an error message is printed. and the calculation 

is continued with the function value as O. (See "FNERST.") 

(3) Calculation method 

1. PN (OPN) 

(1) If n <0. an error resu Its. 

(2) If n =0. P n (x) = 1. 

(3) If n=l. Pn (x) =x. 
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(4) If n ~2. the recurrence f ormu la 

Pk(X)= 2kk"1 XPk-I(X) - ki/ Pk-2(X) 

is sequentialIy applied to k (2 ... n) beginning fro:n Po(x)=1 ,PI (xj=x. 

2. PNM (DPNM) 

(1) If n ~O and O~m ~n are not met, an error results. 

(2) If m=O, P~(X)=Pn(X). 

(3) If m>O, Pn(x)= 11-i! 11lI/2Pn(x). 

(4) If n=m, Pn(x) =1 ·3· .... (2n-l) . 

(5) If n=m+l, F"::(x)=1·3· .•.• (2n-l) ·x. 

(6) If n~m+2, the recurrence formula 

Pn(X)=~~ xF~-t (x) - k~~~ 1 F~-2(X) 

is sequentialIy applied to k (mt2 ... n) beginning from 

F~(x)=t·3· •••• (2m-l) ,F:+t (x)=1·3· ..•• (2m+l) ·x. 

(4) Note 

The definition of Legendre adjoint polynomials of this routipe is 

~(x)= It-xli ~cfO~~x) 

Note that there are different definitions. 

./ 

<1987.07.03) <1988.01. 08) 
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QN/OQN and QNM/OQNM (Legend re Functions and Adjoint Legendre of the Second Kind) 

Legendre Functions and Adjoint Legendre Functions of the Second Kind 

Programm Ichizo Ninomiya. December 1987 
ed by 

Format Function Language: FORTRAN; Size: 60. 61. 93. and 94 lines 
respectively 

(1) Out] ine 

QN(DQN) calculates Qn(x) for an integer n and a single (double) precision real number x with 

single (double) precisio~ 

QNM(DQNM) calculates Q~(x) for integers n,m and a single (double) precision real numbers x 

with single (double) precision. Where. Qn(X) is the Legendre function of the second kind. and 

crn(x) is the adjoint Legendre function of the second kind. 

(2) 0 i rect ions 

1. QN (N. X). DQN (N. D). QNM (N. M. X). and DQNM (N. M. D) 

N and M are of an integer type. and X(D) is an arbitrary expression of a single (double) 

precision real number typ~ DQN and DQNM require the declaration of double precision. 

2. Range of argument 

O~N. O~M~N. IXI :#1. 101:#1 

3. Error processing 

If an argument outside the range is given. an error message is printed. and the calculation 

is continued with the function value as O. (See ~FNERST. ~) 

(3) Calculation method 

1. QN (DQN) 

(1) If n<O or Ix 1=1. an error results. 

(2) If Ix I ~O. 9. do the following: 

(i) If n=O. Qo(x)=1/21n l+x/l-x. 

(ii) If n=l. Ql(X)=X-Qo(x)-l. 
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(iii) If n~2, the recurrence formula Qk(X)=( (2Jc-l) -X-Qk-l (x)-(k-l ) Qk-2 (x) )/k is 

sequentially applied to k (2 .... n) starting from Qo(x) ,Qt(x). 

(3) If Ix 1>0.9, the calculation is reduced to the case of x>O using Qn(-x)=o(-l)n+tQnex) 

(4) If O. 9<X~1. 05, the calculation conforms to the theoretical formula ° 

Qn (x) =.1 In 11+x I-t e-n )k(n+1)k( l-X)k 
2 1-x k=O (k!)2 2 

Where, 
n 

cp(n)=EL 
k=1 

(5) If x>1. 05, do the following: 

(i) Take a sufficiently large integer N (details omitted), and set Fr-lO-70 ,FN-l=2xFN. 

(ii) Apply the opposite direction recurrence formula 

to k iN-I "-10) sequent ially. 

(ii i) Qn(x)=Fn-QO(x)/Fo. Where, 

Qoex) =.1 In 11+X I 2 I-x 

2. QNM (DQNM) 

(1) If m<O,n<m or I x I =1, an error results. 

(2) If I x I :1i0.8, do the following: 

0) Set F8=l/2-ln(l +x/l-x) ,Fi=x-Qo(x)-I. 
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(ii) 1':,1':+1 are given by applying the two recurrence formulas 

al ternat i vely to k (k=l "'m-I). 

(ii i) If n=m. Q~ (x) = (t-x2) m/2Jf: .. 

(iv) If n=m+1. Q~(x)=(1-x2)m/2pm+t. 

(v) If ne:m+2. Q:(x)=(t_x2)m/2Jf~ is given by applying the recurrence formula 

Jf~= ( (2k-1 ) xFt-1 - (k+m-1 ) F~-1) / (k-m) to k (k=m+2"'n). 

77 

(3) If I X I >0.8, the calculation is reduced to the case of x>O using crn(-x)=.(-1)n+III+1crn(x) 

(4) If 0.8<x:a 1 .1. the calculation conforms to the theoretical formula 

11-x2 11l1
/
2 { (n+m)! n-Ill ern (x) 1 () t t I: (QO(x) -q>(n-m) +q>(k)) • 

21lt+ n-m .m. K=O 

(5) If x>l.1. do the following: 

(i) Take a sufficiently large (details omitted) integer N. and set 1'»=1 0-70 
, F»-I=2xF». 

(ii) F:,F:+l is given by. applying the opposite direction recurrence formula to k Qc=N-1 "'m) 

sequent ially. 

(iii) The two recurrence formulas 

F~+ 1 = (Jf~!~-xJf~! I) / (2k+2) , 

and 

Jf~= (xJf~+l+( 1-x2)F~!I)/(2k+ 1) 

are alternat i vely applied to k (k=m-1 ",0) start ing from F:, F:+ t. 
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(4) Summary 

This routine conforms to 

2 /2 ~QnCX') Q::CX)= (l-x (m dxm 

. Note that there are other definitions. 

Bibliography 

1) Handbook of Mathematical Functions. Dover N. Y .• p.332 (1970). 

(1987.07.03) <1988.01. 08) <1988.02.15) 
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QNOME/OQNOME (The Nome of Blliptic {} Functions) 

The Nome of Bll ipt ic {} Funct ions 

Programm Ichizo Ninomiya. April 1981 
ed by 

Format Function Language: FORTRAN; Size: 23 and 32 lines respectively 

(1) Outl ine 

QNOMB (DQNOMB) calculates the nome q(x) of ell iptic {} funct ions for a single (double) 

precision real numbers x with single (double) precision. where. x represents the parameter m=k'2 

of elliptic functions. 

(2) Direct ions 

1. QNOMB (X) and DQNOMB (D) 

X (D) is an arbitrary expression of a single (double) precision real number type. DQNOMB 

requires the declaration of double precision. 

2. Range of argument 

O~X~l. O~D~l 

. 3. Brror processing 

If an argument outside the range is given. an error message is printed. and calculation is 

continued with the function value as O. (See DFNBRST. D) 

(3) Calculation method 

1. If O~x~o. 5. q(x) is calculated using the optimal rational approximation formula. 

2. If O. 5<x~1. the calculation is converted to that of the complementary nome q( I-x) using 

the relation logq(x) logq(l-x)=r. 

Bibliography 

1) Handbook of Mathematical Functions. Dover. N. Y .• p.591 (1970). 
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RGAMA/DRGAMA (Reciprocal of Gamma Function) 

Reciprocal of Gamma Function 

Programm lchizo Ninomiya, April 1981 
ed by 

Format Fum;t ion Language: FORTRAN; Size: 41 and 54 lines respectively 

(1) Outline 

RGAMA (DRGAMA) calculates l/r(x) for a single (double) precision real numbers x with single 

(double) precision. 
~ 

(2) Direct ions 

1. RGAMA (X) and DRGAMA (D) 

X (D) is an arbitrary expression of a single (double) precision real number type. DRGAMA 

requires the declaration of double precision. 

2. Range of argument 

X~-56, D~-56 

3. Error processing 

If an argument outside the range is given, an error message is printed. and the calculation 

is continued with the function value as O. (See DFNERST. D) ..J 

(3) Calculation method 

1. If -56~x<O, the calculation is reduced to that of l/r(l-x) using the following 

inversion formula. 

1 r(l-x)sinxx 
r(x) .... 1C 

2. If O~X ~32t the argument is converted to that in the range of 1~x ~2 as required using 

the recurrence formula r(l+x)=xr(x). and l/r(x)=p(t) , t=x-l is c'alculated with the 

optimal approximation polynomial P. 

3. If 32<x ~57. log r(x) is computed using an approximation formula and l/r(x) is 

computed as follows: 
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1 r exr-=e-lOgr(x) 

4. If x>57, 

(4) Note 

1 
rex) =0 

1. r ex) has the pole of the order 1 at x=O, -1. -2. ....... However. l/r ex) has no 

singularity other than infinity. It is a so-called entire functio~ 

2. For the calculation of rational functions that have a Gamma function in the denominator, it 

is more reasonable to use this function program rather than the Gamma function program. 

Bibliography 

1) Handbook of Mathematical Functions, Dover, N. Y., p.253 (1970). 
<1987. 07. 31) 

~; 
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SIIDSI and CIIDCI (Sine and Cosine Integrals) 

Sine and Cosine Integrals 

Programm Ichizo Ninomiya, May 1983 
ed by 

Format Function Language: FORTRAN; Size: 75, 130, 74, and 137 lines 
respectively 

(1) OutI ine 

SI (DSI) calculates Si (x) for a single (double) precision real numbers x with single (double) 

precision, and Cl (DCI) calculates Ci (x) simi larly, 

where, 

Si (x) = rx sint dt 
Jo t 

(2) 0 i rect ions 

1. SI (X), Cl (X), DSI (0), and DCI (D) 

X (D) is an arbitrary expression of a single (double) precision real number type. The 

function name of double precision requires the declaration of double precision. 

2. Range of argument 

o~X and O~D for sine integral. 

O<X and 0<0 for cosine integral. 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as O. (See "FNERST. .. ) 

(3) Calculation method 
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~3 

1. If O;:;ix ~2 (0<x;:;i2 in case of cosine integral). 

Si (x)=x-As(x2) , Ci(x)=Ac(x2)+logx 

is calculated using the polynomial approximations As,Ac. 

2. If 2<x~4, 

Si (x) =Bs (x-3) , Ci (x)=Bc(x-3) 

is calculated using the polynomial approximations Bs,~. 

3. If 4<X~6. 

Si (x)=Cs(x-5), Ci (x) =Cc (x-5) 

is calculated using the polynomial approximations Cs ,Cc. 

4. If 6<x ~8, 

Si (x) =Ds (x-7) , Ci (x)=Dc(x-7) 

is calculated using the polynomial approximations Ds,Dc. 

5. If 8<X~8.23-105 (3.53-1015). 

R(x)=E(t) , q>(x)=t -F(t), t=8/x and 

Si(X)=~ - R- t -cos (x-q» , Ci (x)=R- t -sin(x-q» 

are calculated using the polynomial approximations (rational approximations) E,F. 

6. If X>8.23-105 (3.53-1015), 

Si (x)=~ , Ci (x)=O 

Bibliography 

1) Handbook of Mathematical Functions. Dover. N. Y .• p.231. 
(1987. 07. 31) (1987. 08. 11> 
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S PEN CID S PEN C and C S PEN C leD S PEN (Spence Funct ion) 

Spence Function 

Programmed Ichizo Ninomiya. December 1987 

by 

Format Function Language: FORTRAN77; Size: 38. 58. 41. and 62 lines 

respectively 

(1) Out} ine 

SPBNC(DSPBNC.CSPBNC.CDSPBN) calculates the Spence function 

Sp(x)=- r:r In(l-t) dt 
10 t 

for single precision real numbers (double precision real number. single precision complex 

number, double precision complex number) X with single precision real numbers (double precision 

real numbe~ ~ingle precision complex numbe~ double precision complex number). 

(2) Directions 

1. SPBNC(X), DSPBNC(D). CSPBNC(C), CDSPBN(B) 

X(D.C.B) is an arbitrary expression of corresponding type. DSPBNC. CSPBNC, and CDSPBN 

require the declaration of corresponding types. 

2. Range of argument 

No limit. 

(3) Ca~culation method 

1. Calculation method of SPBNC(DSPBNC) 

(1) If I x I ~1/4. Sp(x)=x-A(x) is calculated using an optimal polynomial 

approximation A. 

(2) If l-e2~x:il-e-2, Sp(x)=t-(1-t/4+t2-B(t2)) is calculated using an optimal 
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polynomial approximation B. 

Where, t=-l n( 1-x) 

(3) If l-e-2<X:ii2, Sp(X)=7C2/6+t Cl+t/4+t2-8(t2) )-t -In Il-x I is calculated. 

Where, t=lnx 

(4) If x<1-e2, SPCX)=-7r2/6-ln2C-x)/2-t-A(t) is calculated. Where, t=1/x. 

(5) If x=l, Sp(x) =7C2/6 .. 

(6) If x>2, Sp(x)=~/3+t - (1+t/4+t2BCt2) )-ln2x/2 is calculated. Where, 

t=lnCl-1/x) 

2. Calculation method of CSPBNC(CDSPBN) 

(1) If I z I <0.1, Sp(z)=zE~~:6)z"/n2 is calculated. 

(2) If Izl ~l,Re(z)~l/2, Sp(z)=t-(1-t/4+E!~!t)B2nt2n/C211+l)!) is 

ca 1 cu lated. 

Where, t=-ln(l-z) 

(3) If I z-l I ~ ,Re(z»l/2, 

2 ~4(II) 2 
Sp(Z)=7C /6-t -In( 1-z)+t (1 +t/4+ l-Jn=1 B2nt n/(2n+l)!) is calculated. 

Where, t=lnz 

(4) If I z I > 1, I z-l I > 1 , 

2 2 ~4(lt) 2 
Sp(Z)=-7C /6-ln (-z)/2+t (1 +t/4+ l-Jn=1 B2nt n/(211+1)!) is calculated. 

(4) Note 

1. There is the relationship diIog(l-z)=Sp(z) with Dilogarithm dilog of Buler. 

Therefore, the value of Spence functions can be calculated even with the function routine DILOG. 

However, it is more effective to use SPBNC in this section. 

2. There is the relationship Db(-ln(1-x))=Sp(x) with the functions Db of Debye. 

Bibliography 

1) Handbook of Mathematical Functions, Dover. N. Y. PP.997-1005 (1970). 

(1987.08.05) (1987.08. 11) (1987.08.24) (1988.02. 15) 
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TM F RM I DTM FRMI TM FMP I DTM FMP (Solut ion of Thomas-Fermi Bquation and its derivative) 

Solution of Thomas-Fermi Bquation and its Derivative 

Programmed Ichizo Ninomiya: April 1985 

Format Function Language; FORTRAN Size: 38. 59. 36. and 54 lines respectively 

(l) Out} ine 

TMFRM (or DTMFRM) calculates ~ (x) with single (or double) precision for single (or double) 

precision real x. 

TMFMP (or DTMFMP) calculates ~. (x) with single (or double) precision for single (or double) 

precision real x. 

~ , (x)=~ (x) ** (3/2) ·x**{-1/2) where ~ satisfies the Thomas-Fermi equation. 

(2) Direct ions 

1. TMFRM(X). TMFMP(X),DTMFRM(D),DTMFMP(D) 

X (or D) is an arbitrary single (or double) precision real type expression. DTMFRM and 

DTMFMP require declaration of double precision. 

2. Range of argument X~O and D~O 

3. Brror processing 

If the argument is outside the range, an error message is printed but calculation continues 

with the function value assumed to be O. 

(Refer to FNERST.) 

(3) Calculation method 

1. When O~x~l, optimal rational approximations A and B are used to calculate: 

~ (x) =A (x** (1/2) ) 

~' (x) =8 (x** (1/2) ) 

2. When l~x~a, optimal rational approximations C and D are used to calculate: 

~ (x) =C (x** JI ) **4/x**3 

~' (x) = ~ (x) • D (x** JI ) Ix 

where, JI =-0. 77200187265876558394, and 

a=5. 4·10**9(9. 5·10**23) 

3. When a~x~b, then ~ (x)=144/x**3 is calculated. 

(' 
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When a~x~b', then <p"(x)=-432/x**4 is calculated. 

Where, b=2.43·10**26 and b'=1.68·10**20. 

4. When x>b, then <p (x) =0. When x>b',. then <p' (x) =0. 

(4) Bibl iography 

1)U. Krutter;" Numerical Integration ~f the Thomas-Fermi Equation from Zero to Infinity, "J. of 
Comp. Physics, Vol. 47tPP. 308-312 <1982>' 

<1987.08.07) 

~7 
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ZETA/DZETA (Riemann zeta function) 

Title: Riemann Zeta Function 

Programmed Ichizo Ninomiya: May 1984 

by 

Format Function language: FORTRAN Size: 94 and 213 lines respectively I 

(1) .Out line 

When single (double) precision real x is given, ZETA (DZETA) calculates the following Riemann 

zeta functions in single (double) precision. 

a:I 

~(x)= Ek-x ,x> 1 
kc() 

a:I 

~(x)=(E(-1)k-lk-X)/(1-21-x) , 
kcO 

~(x)=~r-lsin(7rx/2)r(l-x)~(l-x) ,x~O 

(2) 0 i rect ions 

1. ZETA (X) DZETA (D) 

Use an arbitrary single (X) pr double (0) precision real type expression. OZETA needs to be 

declared as double precision. 

2. Range of argument: X~-97 D~-97 

3. Error processing 

If an argument outside the range is given, an error message is printed but calculation 

continues assuming the function value to be O. 

(3) Calc~lation method 

1. In case of X~O, optimal polynomial or rational approximation is used depending on the range 

of X. 

~ 

~ 
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2. In case of X<O. it is reduced· to a case ofX~O by. the following inversion formula: 

\(x)=~~-lsin(nx/2)r(l-x)\(l-x) 

Bib 1 i ogr'aphy 

1) Handbook 'of Mathematical Functions. Dover. N. Y .• p.807 (1970), 

(1987.07.27) 

~ 

~ 
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14. Bessel function and, related fUlilct ion 
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AI/OAI, AIP/OAIP, BI/OBI, BIP/OBIP (Airy functions and their derivatives) 

Airy Functions and Their Derivatives 

Programm Ichizo Ninomiya; April 1981 
ed by 

Format Function Language; FORTRAN Size; 74, 131, 72, 130, 90, 160, 93, 
and 159 lines respectively 

(1) Outline 

AI (DAD, AlP (DAIP). BI (DBD, and BIP (DBIP) calculate Ai (x), Ai' (x), Bi (x). and 

Bi' (x) respectively, with single (double) precisio~ for a single (double) precision real 

number x. 

(2) Directions 

1 AI (X). DAI (D). AI P (X). and DAI P (D) 

BI(X). DBI (D)~ BIP(X). and DBIP(D) 

;1 

X and 0 are arbitrary single and double precision real-type expressions respectively. DAI, 

DAIP, DB.I. and DBIP need to be declared as double precision. 

2. Range of argument 

(1) AI. DAI. AlP. and DAIP 

Xe;-1.15130· 104 (~ I X 13/2~2187r) 

De=-3.04201 .1010 (~ ID 13/ 2;sii°7r) 

(2) BI, DBl. 8IP. and DBIP 
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2 13/2 218 fD<O. . . - 1 D ~ 7r 

-3.04201 . 10
1
°:iD:i40.946 10>0 ... ~ ID I 3/2:i252 log 2 

3. Error processing 

If the specified argument is outside the range. an error message is printed but calculation 

continues with the function value assumed to be O. (See FNERST.) 

(3) Calculation method 

1. AI and DAI 

(l) When x<_gl/3. optimal rational approximations Ct ,St are used to calculate: 

Ai (x)= I x I -1/4 (Cl (2/z)COSZ+SI (2/z)sinz) where z=2/31 x I 3/2. ~ 

(2) When _g1/3~x<O. optimal polynomial approximations Pt ,QI are used to calculate 

Ai (x)=Pt (x3) + 1 x 1 Qt (x3) 

(3) When O~X:5g1/3. optimal rational approximation RI is used to calculate Ai (x)=RI (x). 

(4) When 91/3<x<41.808(2 <. 2/3x3/2 < 260log2). optimal rational approximation El 

is used to calculate: 

Ai (x)=e-z 1 x 1 -1/4Et (2/z) where z=2/3x3/2• 

(5) When x~41. 808. Ai (x)=O. 

2. AlP and DAIP 
~ 

(l) When x<_g1/3• optimal rational approximations C2,S2 are used to calculate: 

A~ (x)= 1 x 1 1/4(C2(2/z)coSZ+S2(2/z)sinz) where z=2/313; 13/2. 

(2) When _gl/3:5x<O. optimal polynomial approximations P2,Q2 are used to calculate 

A~(x)=x2p2(X3)~(X3). 

(3) When O:iX~g1/3. optimal rational approximation R2 is used to calculate A~ (X)=R2(X). 

(4) When 91/3<x<41.808. optimal rational approximation E2 is used to calculate: 

A~ (x)=x1/4e-ZE2(2/Z) where z=2/31;3/2. 

(5) When x~4L808. A~(x)=O. 

3. BI and DBI 

(l) When x<_g1/3• optimal rational approximations C3,S3 are used to calculate: 
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Bi (x)= 1 x 1 -1/2(C3(2/z)cosZ + S3(2/z)sinz) where z=2/3 1 x 13/2. 

(2) When -91/3:ax<O, opt imal polynomial approximat ions P3,Q3 are used to calculate 

Bi (X)=P3(X3) + xQ3(X3). 

(3) When O:ax:a 1441/ 3 , optimal rational approximations Al ,Bl are used to calculate 

Bi (X)=Al (x3) + XBl (x3). 

(4) When 1441/3<x. optimal rational approximation E3 is used to calculate: 

Bi (x) =X -1/2~E3 ( 1-8/z) where z=2/3x3/2. 

{ BIP and DBIP 

(1) When x<_g1/3. optimal rational approximations C4,S4 are used to calculate: 

B~ (x)= 1 X I l/4(C4(2/z)coSZ+S4(2/z)sinz) where z=2/31 x 13/2. 

(2) When -91/3~x<O. opt imal polynomial approximat ions P4,Q4 are used to calculate 

B~(X)=~P4(x3)+Q4(x3). 

(3) When O~x~ 1441/3, opt imal rat ional approx imat ions Az ,B2 are used to calculate 

B~(x)=~Az(x3)+B2(x3). 

(4) When 1441/ 3<x, optimal rational approximation E4 is used to calculate: 

B~ (x)=x 1/ 4eZE4(1-8/z) where z=2/3x3/2. 

Bibliography 

1) Handbook of Mathematical functions, Dover, N. Y., p.446 (1970). 

(1989. 01. 13) 
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BERO/DBERO,BEIO/DBEIO,BKERO/DKERO,BKEIO/DKEIO, 

BER1/DBER1,BEI1/DBEI1,BKER1/DKER1,BKEI1/DKEI1 

(Kelvin functions of the order 0 and 1) 

Kelvin Functions of the Order 0 and 1 

Programm Ichizo Ninomiya: September 1984 

ed by 

Format 

(1) Out line 

BERO (DBERO) 

BHIO (DBEIO) 

BKERO (DKERO) 

BKEIO (DKEI 0) 

Function language; FORTRAN 

berox 

beiox 

kerox 

keiox 

Size; All 150 lines or less 

calculate for single or double precision real x respectively. 

BER1 (DBER1) 

BEll (DBEI 1) 

BKER1 (DKER1) 

BKEl1 (DKEI 1) 

(2) Directions 

berJx 

beiJx 

kerJx 

keiJx 

1. BERO (X) • BE 10 (X). BKERO (X). and BKE 10 (X). etc. 

DBERO (D) • OBE I 0 (D) • DKHRO (D) • and DKE IO (D) • etc. 

X is an arbitrary expression of single precision real type. 0 is an arbitrary expression of 

double precision real type. The name of a double precision function needs to be declared as 

double precision. 

~ Range of argument 

0~X~247. 02264 for ber and bei functions. 

0~D~247. 02264. 

O<X. 0<0 for ker and kei functions. 

3. Error processing 

If an argument outside the range is given. an error message is printed and calculation is 
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IS-
continued with the function value assumed to be O. (Refer to PNBRST.) 

(3) Calculation method 

1. BBRO(DBBRO). BBIO(DBBIO). BBRl(DBBRl). and BBIl(DBBIl) 

(1) If x is less than O. an error results. 

(2) If O~x~2. berox=Aor(x4) ,beio=,x2Aoi (x4) ,bertx=xAtr(x2) ,bei t=xAti (,x2) are 

calculated by the optimal polynomial approximations Aor,Aoi ,Atr,Ati. 

(3) If 2<x~4. berox=Bor(x-3) ,beiox=Boi (x-3) ,bertx=Btr(x-3) ,bei tx=Bti (x-3) are 

~ calculated by the optimal polynomial approximations Bor,Boi ,Btr,Bti. 

(4) If 4<x~6. berox=Cor(x-5) ,beiox=COi (x-5) ,bertx=Ctr(x-5) ,bei tx=Cli (x-5) are 

calculated by the optimal polynomial approximations Cor,Coi ,Ctr,Cti. 

~ 
(S) If 6<x~8. berox=Dor(x-7) ,beiox=Doi(x-7) ,bertx=Dtr(x-7) ,beilx=Dti(x-7) are 

calculated by the optimal polynomial approximations Dor,Doi,Dtr,Dli. 

(6) If 8<x~247. 02264. 

berox=e%/...!2· ~Eo(8/x)· (8/x) cos(Go(8/x)+x/..i2)-ikeiOX , 

beiox=ex/...!2. ~Eo(8/x)· (8/x) sin(Go(8/x)+x/ ..i2)+ikerox 

bertx=e%/.J2· ~EI (8/x)· (8/x) COS(GI (8/x)+x/J2")-ikeitx 
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51 
bei lX=e:r/ ~. ,jEtO(B/x) • (B/x) Sin(Gl (B/x)+x/ J2)+ikerlX 

are calculated by the optimal polynomial approximations Eo,Go,Et ,Gt. 

(7) If x>247.02264. an error results. 

2. BKERO(DKERO).BKEIO(DKEIO).BKERl(DKERl).BKEIl(DKEll) 

(1) If x;:;;;O. an error results. 

(2) If O<x:a;2. 

kerox=Aor(x2)-logx· berox 

keiox=Aoi (x2)-logx· beiox 

kerlx=AlrCx2)/x-logx· berJx 

kei JX=Ali (x2)/x-logx . bei JX 

are calculated by the optimal polynomial approximations Aor,Aoi ,AJr,AJr. 

(2) If 2<x~4. kerox=Bor(x-3) ,keiox=Boi (x-3) ,kerlx=BJr(x-3) ,kei lx=BJi (x-3) are 

calcu~ated by the optimal rational approximations Bor,Boi,BJr,BJi. 

(3) I f 4<x~254. 8646. 

kerox=e-:r/~ ,jEo(4/x)· (4/x) cos(Go(4/x)-x/J2) 

keiox=e-:r/..12 ,jEoC4/x)· (4/x) sin(Go(4/x)-x/J2) 

kertx=e-:r/~ ,jEt C4/x)· (4/x) cosCGJ C4/x)-x/J2) 

keitx=e-:r/~ ,jE.t (4/x)· C4/x) sinCGt C4/x)-x/J2) 

,..) 

~ 
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Jl 
are cal'culatedby the .optimal polynom'ial (rational) approximations Eo,Go,EI ,GI. 

{4} H x>254. 8646, kerox=keiox=kerJx=kei IX=O results. 

Bibliography 

(I) Handbook of Mathematical Functions, Dover, N. Y., pp.379-385 (1970). 

(1989. 01. 17) 

~ 

~. 
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BESJ FC/B and BESIFC/B (Bessel Functions of Fractional Order with Complex Argument) 

Bessel Functions of Fraational Order with Complex Argument 

Programm Toshio Yoshida 

ed by 

Format Function Language: FORTRAN; Size: 187. 189. 231. and 232 lines 

respectively 

(1) Outl ine 

BESJFC (BESJFB) is a function subprogram for obtaining the first kind Bessel function Jv (z) 

of the v-th order (real ~umber) of complex variables z by single (double) precision. 

BESIFC (BESIFB) is a function subprogram for obtaining the first kind modified Bessel 

function I v (z) of the v-th order (real number) of complex variables z by single (double) 

precision. 

(2) Direct ions 

1. BESJFC (N. Z). BESJPB (N. Z) 

BES I FC (N. Z). BES I PB (N. Z) 

Declaration such 4S COMPLEX*8 BESJFC. Z. or COMPLEX*16 BESIFB. Z is required for function 

names and the argument Z. 

2. Range of argument 

I Re (z) I ~ 174. 673 

I Im (z) I ~174. 673 

3. Error processing 

If an argument outside the range is given, an error message is output, and the 

calculation is continued with the function value as O. (See FNERST.) 

(3) Calculation method 

The cutting plane line is a negative real axis. 

The Taylor expansion is used in IRe(z) 1+IIm(z) 1~1. and the method of using recurrence 
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technique is used in other cases. For details. see DBibliography. D 

Bibliography 

1) Toshio Yoshida et al .• DRecurrence Techniques for the Calculation of Bassel Function In{z) 

with Complex Argument. D Information Processing, Vol. 14, No. 1, and PP. 23-29 (1973). 

(1987. 08. 07) 
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BESJNC/B and BESINC/B (Bessel Punctions of Integral Order with Complex Argument) 

Bessel Functions of Integral Order with Complex Argument 

Programm Toshio Yoshida. June 1973. Revised in June 1985 

ed by 

Pormat Punction Language: FORTRAN; Size: 152. 153. 145. and 146 lines respectively 

(1) Outl ine 

BESJNC (BESJNB) is a function subprogram for obtaining the Bessel function of first kind of the 

n-th (integer) order of the complex variable z with single (double) precision. 

BESINC (BESINB) is a function subprogram for obtaining the modified Bessel function of first 

kind of the n-th (integer) order of the complex variable z with single (double) precision. 

(2) Directions 

1. BESJNC (N. Z). BESJNB (N. Z) 

BESI NC (N. Z). BESI NB (N. Z) 

Declarations such as COMPLEX*8 BESJNC. Z. or COMPLEX*16 BESJNB. Z are required for 

function names and the argument Z. 

2. Range of arguments: IReal (z) I ~174. 673 and I Imag(z) I ~174. 673 

3. Error processing 

If an argument outside the range is given. an error message is output. and the calculation is 

continued with the function value as O. (See FNERST.) 

(3) Calculation method 

Recurrence formulas are used for calculation. For details. see "Bibliography. " 

. (4) Note 

Because this calculation uses recurrence formulas. the computation time becomes longer as 

Izlbecomes larger. If Izl>100. it is efficient to use the asymptotic expansions. 
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Bibliography 

1) Toshio Yoshida; ~Bessel Function Subprogram" of. Complex Variable: In (z) and In (z), ~ Nagoya 

Un i vers i ty Computer Cent er News, .Vo 1. ;5, No. 3~ PP. 179-]85 (]974) • 

2) Toshio Yoshida et al.; ~Reccurence Techniques for the Calculation of Bassel Funciton In(z) 

with Complex Argument. ~ Information Processing. Vol.1t No. 1. PP.23-29 (1973). 

/6/ 

<1987.08.07) 

99



/o?", 

B ES KN C I B (Modif ied Bessel Funct ions of the Second Kind of Integral Order with Complex 

Argument) 

Modified Bessel Functions of the Second Kind of Integral Order with Complex Argument 

Programm Toshio Yoshida. June 1985 

ed by 

Format Function Language: FORTRAN; Size: 149 and 211 lines respectively 

(1) Outline 

BBSKNC (BBSKNB) calculates J(n(;c) with single (double) precision for an integer n and single 

(double) precision complex number z. 

(2) Direct ions 

1. BBSKNC (N. Z). BBSKNB (N. Z) 

COMPLBX*8 BBSKNC. Z. or COMPLBX*16 BBSKNB. Z should be de~lared for function names and the 

argument Z. 

2. Range of argument 

IZI =FO and 

O~Re(Z) ~174. 673 and 

I Im(;c) 1< {8.23xl<f (single precision) and 3.53xlOJ5 (double precision)} 

Or 

-174.673:;; Re (z) <0 and 11 m (z) 1 :;; 174. 673 

3. Brror processing 

If an argument outside the range is given. an error message is output. and the calculation 

is continued with the function value as O. (See FNBRST.) 

(3) Calculation method 

From the relation K-n(z)=Kn(z), the case n<O can be reduced to the case n~O. 
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1. If Re (z) ~O, Kn (z) (n~2) is calculated using the recurrence formula 

Kk+t (z)=(2k/Z)Kk(Z)+Kk-t (z) K=l ,2,··· ,n-l" 

from KO (z) and Kl (z) • 

KO(z) and Kl(z) are calculated using 

and 

CD 

Ko(z)=- {1'+log(z!2) } Io(z) +2EI2k (z)/k 
k=t 

kt (z)=(t/z-I t (z)Ko(z) )/Io(z) 

when I I m (z) 1< {-2. 25Re (z) +4. 5 (s i ng 1 e prec is ion), -4Re (z) +8 (doub 1 e prec i si on) } • 

However, IK(z) is calculated using recurrence formulas. Except for the above case, th'e 

calculation is executed with the approximation formula of fn(l/z) as the form of . 

Note that the approximation is obtained by applying T method to the differential equation 

that fn(t) satisfies. For details, refer to DBibliography. D 

2. If Re(Z)<O, the cutting plane line of Kn(Z) should· be selected for the negative real axis, 

Therefore, the value of Kn(z) is obtained by· using the relational expression 

if Im(z)~O, and the relational expression 

/0) 
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Kn(z)=(-l)nKn(-z)+~iln(-Z) 

if Im(z)<O. 

Bibliography 

1) Toshio Yoshida and Ichizo Ninomiya; "Computation of Bassel Function Kn(z) with Complex 

Argument by Using the 'l"-Method"Information Processing. Vo1.14. No. 8. PP. 569-575(1973). 

<1987. 08. 07) 

vJ 

~ 
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BESYNC/B (Bessel Function of the Second Kind of Integral Order with Complex Argument) 

Bessel ·Punctions of the Second Kind of Integral Order with Complex Argument 

Programm Toshio Yoshida, June 1985 

ed by 

Format Function Language: PORTRAN; Size: 45 and 50 lines respectively 

(1) Out line 

BESYNC (BESYNB) calculates Yn(z) for the argument n and single (double) precision complex 

number z with single (double) precision. 

(2) Direct ions 

1. BESYNC (N, Z). BESYNB (N, Z) 

lot' 

COMPLEX*8 BESYNC, Z, or COMPLEX*16 BESYNB, Z should be declared for function names and 

the argument Z. 

2. Range of argument 

Izl #:0 

IRe(z)I~174.673 and IIm(z)I~174.673 

3. Error processing 

When an argument outside the range is given, an error 'message is output, and the 

calculation is continued with the function value as O. (See PNERST.) 

(3) Calculation method 

Prom 

Y-n (z)= (-1 ) nYn (z) 

and 

Yn(conjg(z))=conjg(Yn(z)) 
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, the case n<O or Im(z)<O can be reduced to the case n>O and Im(z) >0. 

Yn(z) is obtained by using the 'relational expression 

YnCz)=in+1I nC -iz)-finC -1 )nKnC -iz) 

Where, the value of In(-iz) is obtained by using BRSINC/B, and the value of Kn (-iz) is obtained 

by using BRSKNC/B. 

(1987.08.07) 

~ 

~ 
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BHO/DHO/BH1/DH1 (Struve Punctions of the Order 0 and 1) 

Struve Punctions of the Order 0 and 1 

Programmed Ichizo Ninomiya, April 1983 

by 

Pormat Punction Language; PORTRAN 

(1) Out line 

BHO (DHO) calculates the Struve function Ho of the O-th order for a single (double) precision 

real number x by single (double) precision. 

BHl (DHl) calculates the Struve function HI of the l-st order for a single (double) precision 

real number x by single (double) precision. 

(2) Direct ions 

1. BHO (X), BHl (X), DHO (D). DHl (D) 

X(D) is arbitrary an expression of single (double) precision real type. DHO and DHI require 

the declaration of double precision. 

2. Range of argument 

O~X~8. 238+5. O~D~3. 53D+ 15 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as O. 

(See PNERST.) 

(3) Calculation method 

1. If O~x~2, HO (x)::;:x·p I (x**2) and HI (x)::;:x**2-0 I (x**2) are calculated with the polynomial 

approximations P I and 01. 

2. If 2<x~4. Ho (X)::;:P2 (x-3) and HI (x) =02 (x-3) are calculated with the polynomial 

approx ima t ions P2 and 02. 
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3. If 4<x~6, Ho (X)=P3 (x-5) and Ht (x) =03 (x-5) are calculated with the polynomial 

approx ima t ions P 3 and 03. 

4. If 6<x~8, Ho (X)=P4 (x-7) and Ht (X)=04 (x-7) are calculated with the polynomial 

approx ima t ions P 4 and 04. 

5. If 8<x~8.25Bt5(3.53Dt15), LO (x)=Ps «8/x)**2)/xtYo (x) and Lt (x)=OS «8/x)**2) are 

calculated with the polynomial approximations (rational approximations) Ps and 05. 

(4) Bibl iography 

1) Handbook of Mathematical Functions, Dover, N. Y. t p.228 (1970). 

0989.01. 25)' 

~ 

~ 
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B I OlD 101 Q I 0, B I 11 D I 11 Q I 1, B K OlD KO 1 Q KO, and B K 11 D K 11 Q K 1 (Mod if i ed 

Bessel functions of order 0 and 1) 

Modified Bessel Functions of the Order 0 and 1 

Making Ichizo Ninomiya; May 1983 

Format Function language; FORTRAN Size; 47. 72. 139. 50. 72. 139. 54. 73. 
162. 55. 73. and 160 lines respectively 

(l) Out} ine 

BIO (010. DIO), BI1 (011, DI1). BKO (OKO. DKO). and BKl (OKl. DK1) calculate IO(x). 11 (x). K 

O(x), and KI (x) respectively for single (double. quadruple) yrecision real x with single 

(double, quadruple) precision. 

(2) 0 i rect ions 

1. BI0 (XL BI1 00, BKO (X), BKl (X) 

010(0), 011(0), OKO(D), OKl(O) 

DIO (D), DI1 (D), DKO (D), DKl{D) 

X (D.' D) is an arbitrary single (double. quadruple) precision real expression. 

2. Range of argument 

0~X<174. 673 for BIO(X). BI1(X). DIO(X). DIl(X), DIO(X). and QI1(X) 

O<X for BKO (X). BK! (X). DKO (X). DKl (X). OKO (X), and OKl (X) 

3. Brror processing 

If an argument outside the range is given, an error message is printed. Calculation is 

continued with the function value assumed to be O. (See FNBRST.) 

(3) Calculation method 

1. BIO and Bll (010 and DI 1) 
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(l) When O~x~6, polynomial approximations Ao,AI are used as follows: 

Io(x)=Ao(x2), 11 (x)=x-AI (x2) 

(2) When 6<x:;8, polynomial approximations 8o,BI are used as follows: 

Io(x)=8o«x-6)(x~)), II(x)=BJ«x-6)(x~)) 

(3) When 8<x~ 174.673, rational approximations CO,Ct are used as follows: 

10 (x) =Co (1-8Ix) -eX 1,If, It (x) =C t ( 1-8Ix) • eX I ,fi 

~ BKO and BKI (OKO and OKI) 

(l) When O<x:; 1, polynomial approximations Ao,AI ,8o,BI are used as follows: 

Ko(x)=xlAo(xl)+(log2-y-logx)-Bo(x2) , 

Kt (X)=Al (x2)lx+(log2-y-Iogx) -x-Bt (x2) , 

(2) When 1 <x~2, rational approximations CO,Cl are used as follows: 

Ko(x) =Co (x-1 ), KI (x)=CI'(x-1) 

(3) When 2<x~177.850t rational approximations Eo,EI are used as follows: 

Ko(x) =Eo (2/x) e-x 1,If, Kt (x)=Et (2/x)e~/,fi 

(4) When x> 177.850, we put Ko(x)=O, Kt (x)=O. 

3. OIO and OIl 

(l) When O~x~ 12, polynomial approximations Ao,At are used as follows: 

Ioex)=Aoexl), 11 (x)=x-AI (xl) 

(2) When 12<x;;i 16, polynomial approximations 8o,BI are used as follows: 

~ 

~ 
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Io(x)=BO«x-12)(x+12)), It(x)=Bt«x-12)(x+12)) 

(3) When 16<X:532, rational approximations CO,CI are used as follows: 

Io(x)=Co(t-t6/x)e%/ rx, I I (X)=CI (t-16/x)e%/ rx 

(4) When 32<x~ 174.673, rational approximations Eo,EI are used as follows: 

Io(x)=Eo(I-32/x)e%/ rx, I I (x)=EI (1-32/x)ex
/ rx 

f., 4. OKO and OK! 

(l) When O<x~I, polynomial approximations Ao,AI,Bo,BI are used as follows: 

Ko(x)=Ao(xZ)-BO(xZ) logx, Kt (x)=At (x2)/x+BI (x2) -x-logx 

(2) When 1 <x~2, rational approximations CO,CI are used as follows: 

Ko(x)=Co(x-l), Kt (x)=Ct (x-l )/x 

(3) When 2<x~4, rational approximations EO,Et are used as follows: 

Ko(x) =Eo (2/x) e-x/ rx, Kt (x)=Et (2/x) eX
/ rx 

~ 

(4) When 4<x:i8, rational approximations Go,Gt are used as follows: 

Ko (x) =Go (4/x) e -x / rx, Kt (x) =G t (4/x) e -x / rx 

(S) When 8<x~ 177 .850, rational approximations PO,Pt are used as follows: 

Ko(x) =Po (8/x) e-x/ rx, Kt (x)=Pt (8/x)e-x/ rx 

(S) When x> 177.850, we put Ko(x)=O, Kt(x)=O. 

Bibliography 
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B1010/01010, B1011/01011, BK010/0K010, BK011/0K011 (Integrals of 

modified Bessel functions) 

Integrals of Modified Bessel Functions 

Programm Ichizo Ninomiya: August 1978 
ed by 

Format Function Language; FORTRAN Size; 39, 67, 40, 11, 44, 66, 42, and 
64 lines respectively 

(l) OutI ine 

BIOIO(DIOIO) f Io(t)dt 

BIOlt(DIOlt) f Io(t)-t dt 
t 

BKOIO(DKOIO) f Ko(t)dt 

KOlt (DKOlt ) f Ko(t) dt 
t 

Bach function routine calculates the definite integral corresponding to single or double 

precision real number x, with single or double precision respectively. 

(2) 0 i rect ions 

1 BIOIO{X), BIOll{X), BKOIO{X), BKOI1{X) 

OIOIO{O),OIOll{O),OKOIO{D),DKOll{O) 

X and D are arbitrary single and double precision real-type expressions respectively. The 

double precision function name needs to be declared as double precision. 

2. Range of argument 

BIOIO and BIOIl: 0~X~174. 673 

DIOIO and 01011: 0~O~174. 673 

BKOIO and BKOI1: O~X 

OKOIO and DKOIl: O~D 

3. Brror processing 

I~ the specified argument is outside the range, an error message is printed but calculation 

continues with the function assumed to be O. (See FNBRST.) 
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(3) Calculation method 

1 For 01010. 01010. OIOIL and 01011 

(1) I n case of x <0 or x> 17 4. 673. an error resu Its. 

(2) In case of 0~x~16. polynomial approximations PO,p] are used to calculate: 

f Io( t )dt=x~o(r) 

f Io(~H dt=P. (r) 

(3) In case of 16<X:i174.673. rational approximations RO,R] are used to calculate: 

rrIO(t)dt= eX Ro( x-16) Jo ,fi x 

rX Io(t)-l dt-LR ( x-l6) -l ..L Jo t - x3/2 J x og 16 

~ For OKOIO and OKOIO 

(1) In case of x<O. an error results. 

(2) In case of O~x:a2, polynomial approximations Po,Qo are used to calculate: 

(3) In case of 2<X:i 180.218. rational approximations Ro are used to calculate: 

!oX 7r e -:r 2 
Ko(t)dt=---Ro( -) o 2,fi x 

(4) In case of x>180.21B. !o%KO(t)dt=7£!2. 

3. Por OKOIl and OKOIl 

(1) In case of x~O. an error results. 
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(2) In case of O<X~2, polynomial approximatiocs Pi ,QI are used to calculate: 

(3) In case of 2<X~ 180.218. rational approximation RI is used to calculate: 

l m Ko(t) dt- e-x RJ ( 2) 
x t - x3/ 2 .. X 

(4) In case of x~ 180.218, 

(1989. 01. 13) 

113



1/6 

BIOMLO/DIOMLO/BI1ML1/DI1ML1 

(Modified Bessel Functions Minus Modified Struve Function (Order 0,1» 

Modified Bessel Function Minus Modified Struve Function (Order 0,1) 

Programmed Ichizo Ninomiya, November 1983 

by 

Format Function Language; FORTRAN 

(1) Out line 

BIOMLO (DIOMLO) obtains the difference between the O-th order modified Bessel function 10 and 

the O-th order modified Struve function LO for the single (double) precision real number x with 

single (double) precision. BIIMLI (DIIMLI) calculates the difference between the I-st order 

modified Bessel function 11 and the I-st order modified Struve function Ll for the single 

(double) precision real number x with single (double) precision. 

(2) Directions 

1 BIOMLO (X) , BIIMLI(X), DIOMLO(D), DIIMLI(D), and X(D) are arbitrary expressions of single 

(double) precision real type. DIOMLO and DIIMLl require the declaration of double precision. 

2. Range of argument O~X, O~D 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as O. (See FNBRST.) 

(3) Calculation method 

1 If O~x~8, IO(x)-LO(x)=Rl(x) and Il(x)-Ll(x)= x·Sl(x) are calculated with the rational 

approximations RI and SI. 

2. If 8~x~16, IO(x)-LO(x)=R2(x-8) and Il(x)-Ll(x)=S2(x) are calculated with the rational 

approximations R2 and S2. 

3. If x>16, IO(x)-LO(x)=R3«16/x)**2) and Il(x)=Ll(x)=S3«(16/x)**2)/x are calculated with the 
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polynomial approximations R3 and 53. 

(4) Note 

This function program should be used to calculate the difference between modified Bessel and 

Struve functions. If the difference is found by calculating the modified BesseI and Struve 

functions separately, precision cannot be attained because of a severe cancellation. 

(5) Bibliography 

1) Handbook of Mathematical Functions, Dover, N. Y., p.498(1970). 

(1987.08.07) 
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Bl F 101 F (Modified Bessel functions of the first kind of fractional orders) . 

Modified Bessel Functions of the First Kind of Fractional Orders 

Programm Ichizo Ninomiya; September 1981 
ed by 

Format Function Language; FORTRAN Size; 129 and 188 lines respectively 

(1) Out line 

BIF (DIF) calculates Iu(x) with single (double) precision for single (double) precision real 

numbers u and x. 

(2) Direct ions 

1. BI F (U, X) and DI F (W, D) 

U and X are arbitrary single precision real-type expressions. Wand D are arbitrary double 

precision real-type expressions. DIF needs to be declared as double precision. 

2. Range of argument 

O~U(O~W), O~X, (O~D) However, any region where the function value overflows is 

excluded. 

3. Error processing 

If the specified argument is outside the range, an error message is printed but calculation 

continues with the function value assumed to be O. (See FNERST.) 

(3) Calculation method ~ 

1. BIF(DIF) 

(1) I n case of x<O or u<O, an error resu Its. 

(2) In case of (x/2)2:su+l. the following Taylor series is calculated: 
~ (x/2)u+2k 

Iu(x)=~k!r(u+k+l) 

(3) In case of xe:l0(18) and xe:O.55u2, the following asymptotic expansion is used: 

eX { 4u2-1 + (4u2-1) (4u2-9) 
Iu(x) ~2:rcx 1 Bx 2! (Bx)2 
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(4u2-1) (4u2-9) (4u2-25) + ..... } 
3! (Bx)3 

(4) In case of u~ 10(35) in a region other than (2) and (3). the following uniform 

asymptotic expansion is used: 

I (x) 1 eUTI 
CD 

U 4'2ru (1 +~2) 1/4 { 1 + EU-kUk(t) } 
~ k=1 

This c~lculation is based on the following: 

e=x/u t t = 1 / ,j l' +e2 , 17 -= ,j 1 +e2 + log ( e / ( 1 +,j 1 +e2) ] 

where Uk(t) is a kth order polynomial of t. 

(5) In case of an area other than the above. the following recurrence formula is used: 

.Iv-I (x) =2vlv (x)/X+lv+l (x) 

(4) Note 

Both BIP and DIP involve a great amount of calculation and are time consuming. So. it is 

better not to use these function programs for those function that can be calculated in another 

method. Por instance. lo(x) can be calculated by using any of BIO(X). BIN{Q. X). and 

BIP(O. O. X). Among them. however. BIO(X) is the fastest in calculation with better precision. 

Generally speaking. BIO and Bl1 (010 and 011) should be used to calculate modified Bessel 

1/ i 

functions of orders 0 and 1; BIN (DIN) should be used for other functions of integral orders. As 

for Bessel functions of half odd order. it is better to calculate them via the spherical Bessel 

function. Por IS/2(X). for instance. it is more reasonable to calculate SIK(2. X) and multiply 

it by ,j2:r:/7C rather than to calculate BIP(2. 5. X). 

Bibliography 

1) Ichizo Ninomiya; DCalculation of Bessel functions by recurrence formulaD• Numerical method 11 

for computers. Baifu-kan (1966). 
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2) D. B. Amos, S. L. Daniel and Lt K. Weston; "CDC6600 Subroutines IBBSS and JBBSS for Bessel 

Functions Iv(x) and Jv(x) ,xe;O,ve;O, ACM Trans. on Math. Software, Vol. 3, No.l, PP. 76-92 

(1977). 

<1989. 01. 25) 
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BIN/DIN, BKN/DKN (Modified Bessel functions of integer orders) 

Modified Bessel Punctions of Integral Orders 

Programm Ichizo Ninomiya; September 1981 
ed by 

Pormat Punction Language; FORTRAN Size; 123. 183. 49. and 50 lines 
respectively 

(1) Out line 

BIN (DIN) and BKN (DKN) calculate In(x) and Kn(x) respectively. with single (double) 

precision. for an integer n and a single (double) precision real number x. 

~ 

(2) Direct ions 

1. BI N (N. X). DI N (N. D). BKN (N. X). and DKN (N. D) 

N is an arbitrary integer-type expression. X and 0 are arbitrary single (double) precision 

real-type expressions respectively. The double precision function name needs to tie declared 

as double precision. 

2. Range of argument 

~ 
Mod if ied Bessel funct ion of the first kind In (x): O~N. O~X (O~D) 

However. any region where the function value overflows is excluded. 

Modified Bessel function of the second kind Kn(x): O~N, O<X(O<D) 
• 
However. any region where the function value overflows is excluded. 

3. Error processing 

If the specified argument is outside the range, an error message is printed but calculation 

continues with the function value assumed to be Q (See PNERST.) 

(3) Calculation method 

1. BIN (DIN) 

(1) I n case of x<O or n<O, an error resu Its. 
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(2) In case of (x!2)2:in+l, the following Taylor series is calculated: 
CD (x!2) n+2k 

In(X)=~k! (n+k)! 

(3) In case of xa=10(18) and xS=0.55n2, the following asymptotic expansion is used: 

I (x) eX {I 4n2-1 + (4n2-t) (4n2-9) 
n ,.f2rr:x Bx 2! (Bx)2 

_ C4n2-1) (4n2-9) (4n2~25) + ..... } 
3! (8x)3 

(4) In case of n~ 10(35) in a region other than (2) and (~), the following uniform· 

asymptotic expansion is used: 

This calculation is based on the following: 

where Uk(t) is a kth order polynomial of t. 

(5) In case of an area other than the above, the following recurrence formula is used: 

Ik-t (X)=2klk(X)/x+lk+t (x) 

2. BKN (OKN) 

(!) In case of n<O or X ~O, an error results. 

(2) In case of x>180.218, Kn(x)=O is assumed. 

(3) In case of n=O, BKO (OKO) is called to calculate Ko(x) . 

(4) In case of n=1, BK1 (OK!) is called to calculate Kt (x). 

(5) In case of n~2, the following recurrence formula is repeatedly calculated, starting 

with Ko(x) ,Kt (x), to obtain Kn(x) : 
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(4) Note 

For calculation of modified Bessel functions of order 0 or 1, the functions specific to them 

are superior in calculation time and precision to the above functions. For instance, BIO(X) is 

better than DIN(O, X). 

Bibliography 

1) Ichizo Ninomiya; ~Calculation of Bessel functions by recurrence formula~, Numerical method 11 
for computers, Baifu-kan (1966). 

2) D. B. Amos et al. ; ~CDC 6600 Subroutines IBBSS and JBBSS for Bessel Functions Iv(x) and 
Jv(x) ,XE1:0, ve;O", ACtA Trans. on Math. Software, Vol. 3, No.1, pp.76-92 (977). 

0989. 01. 25) 
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BJO/DJO/QJO,BJ1/DJ1/QJ1,BYO/DYO/QYO,BY1/DY1/QYl 

BJ2/DJ2, BJ3/DJ3, and BJ4/DJ4 (Bessel function of the order 0 and l) 

Bessel Punctions of the Order 0 and 1 

Programm Ichizo Ninomiya May, 1983 
ed 

Pormat Punction Language; PORTRAN Size; 76, 112, 248, 74, 112, 248, 83, 132, 262, 
82,132,261 lines 

(l) Out line 

Given real number x with single (double, quadruple) precision, BJO(DJO,OJO), BJ1(DJ1, OJ1) , 

BYO(DYO,OYO) and BY1 (DY1, Oyl) calculate .lo(x), JI (x), Yo(x) and YI (x) in single (double, 

quadruple) precision respectively. 

Similary BJ2(DJ2), BJ3(DJ3)' and BJ4(DJ4) calculate .J2(x), J3(X), and J4(X) respectively. 

(2) Direct ions 

1. BJO (X), BJ1 (X), BYO (X), and BY1 (X) 

DJO (D), DJ1 (D), DYO (D), DY1 (D) 

OJO (0), OJ1 (0), OYO (0), OY1 (0) 

X(D,O) is an arbitrary expression of real type with single (double, quadruple) precision. 

The function name of double (quadruple) precision needs the declaration of the double (quadruple) 

precision. 

BJ2(DJ2) etc. are the same as BJO(DJO). 

2. Range of argument 

Por the first kind Bessel funct ion, 0~X~8. 23-105 , 0~D~3. 53-1015, O~Q~l(ro. 

Por the se'cond kind Bessel function, 0<X~8. 23-105 , 0<D~3. 53-1015, 0<0~1lf3o. 

3. Brror processing 

When the argument is outside the range, it is handled as an error, and the message is 

printed. The calculation continues with the function value as O. (Refer to FNBRST) 

• 
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(3) Calculation method 

1. Calculation methods for BJO, BJ1. BYO, BYl(DJO, DJ1, DYO,'Dy1), and BJ2(DJ2) 

(1) If O~x:32 (O<x~2 for the second kind of functions), calculation is done using 

polynomial approximation Aji, i=O, ... ,4,Ayo,Ayt ,PO,P1 as follows: 

Ji (x)=xiAji (x2 ) , i=O, 1, ... ,4 

YO(x)=Ayo(x2) + Po(x2) logx; 

Yt (X)=X-Ayl (x2) - 2/(7rx) + PI (x2 ) logx, 

(2) If 2<x~4, calculation is done using polynomial approximation Bji, i=O, ... ,4,i3yO,ByI 

as follows: 

J i (x) =Bji (x-3) , i=O, 1 , ... ,4 

YO(x)=Byo(x-3), YI (x)=Bjl (x-3) 

(3) If 4<x:a6, calculation is done using polynomial approximation 

Cji ti=O, 1 , ... ,4,CyO,Cy l as follows: 

Ji (X)=Cji (x-5) 

YO(x) =CyO (x-5) , Yt (x)=Cyt (x-5) 

(4) If 6<x:sB, calculat ion is done using polynomial approximat ion 

Dj i ti =0, 1 , . . . ,4, Dyo , Dy1 as f 011 ows : 

Ji (X)=Dji (x-7) 

Yo(x)=Dyo(x-7), Yt (x)=Dyt (x-7) 

(5) If B<x~B.23-1 05(3. 53-1 015), caIcuIat ion is done using polynomial (rational) 

approximation Ei ,Gi, i=O, 1, ... ,4 as foI lows: 
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Where. y=8/x. 

2. Calculation method of QJO. QJl. QYO. and QYl 

(1) If 0=ax=a2 (0<x=a2 for the second kind of functions). calculation is done using 

polynomial approximation Ajo,Ajl ,Ayo,Ayl as follows: 

Jo(x)=Ajo(x2) , JI (x)=xAjl (x2), 

Yo(x)=Auo(x2)+iJo(x)logx, 

YI (X)=XAyl (x2)+i (Jt (x) logx-1/x) 

(2) In the range of 2<x~ 12. four functions are calculated by using the polynomial 

approximation which centers on each middle point of five intervals 

2<x~4, 4<x~6, 6<x~8, 8<x~ 10, 10<x~ 12. 

(3) If 12<x:iil030
• calculation is done using rational approximation PO,Pt,So,SI as 

follows: 

Ro(x)=Po(y'l), RI (X)=PI (y'l) , 

cpo(x)=ySo(y'l) - ~+x, fPl(x)=ySI(y2)-~+x 

Jo(x)=~yRocoscpo 

J I (x) =~yRI sinfPl 

Yt (x)=-~yRt COSfPl 

.where, y= 12/x • 
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(4) Note 

The second kind Bessel function No(x) ,NI (x) is the same as Yo(x) ,YI (x) respectively. 

Bibliography 

l}Handbook of Mathematical Functions, Dover, N. Y., p.358 

2} J.F.Hart;DComputer ApproximationsD and J.Wiley(1968}. 
<1989. 01. 25} 
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BJOIO/DJOIO, BJOI1/DJOI1, BYOIO/DYOIO, BYOI1/DYOI1 (Integrals of 

Bessel functions) 

Integrals of Bessel Functions 

Programm Ichizo Ninomiya: January 1978 
ed by 

Format Function Language; FORTRAN 
94 lines respectively 

(1) Out line 

BJOIOCDJOIO) 

BJOIICDJOII) 

BYOIOCDYOIO) 

rOIl (DYOlt) 

10'" Jo(t)dt 

l
CIJ 

Joct) dt 
:r t 

10'" Yo(t)dt 

l
CIJ 

Yo(t) dt 
:r t 

Size; 46, 78, 43, 79, 55, 93, 52, and 

Each function routine calculates the definite integral corresponding· to single or double 

precision. real number x, with single or double precision respectively. 

(2) Direct ions 

1. BJOIO(X), BJOI1(X), BYOIO(X), BYOIl(X) 

DJOIO (D), DJOl1 (D), DYOIO (D), DYOI 1 (0) 

X and D are arbitrary single and double precision real-type expressions respectively. The 

double precision function name needs to be declared as double precision. 

2. Range of argument 

BJOIO and BYOIO: 0~X~8. 23-105
• 

DJOIO and DYOIO: 0~D~3. 53-1015
• 

BJOI1 and BYOl1: 0<X~8. 23-105
• 

DJOl1 and DYOl1: 0<D<3. 53-1015
• 

3. Error processing 
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If the specified argument is outside the range, an error message is printed but calculation 

continues with the function value assumed to be O. (See PNBRST.) 

(3) Calculation method 

1. In case of 0<x~4, polynomial approximations Po,Qo,Ro,PI ,QI ,RI are used to calculate: 

Jo(t) dt=PI (x2)-log£' 
t 2 

2. In case of 4<x<8. 23-105, rat ional approximat ions So, To ,SI, T I are used .to calculate: 

f Jo(t)dt= Jx ( So( ~ ) cos (x-~ )-To( ~ ) sin ( x-~) )+1 

fYo(t)dt= Jx ( So( ~ ) sin (x-~ )+TO( ~) cos ( x-~) ) 

(1989. 01. 17) 
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BJ F I D J F (Bessel functions of the first kind of fractional orders) 

Bessel Functions of the First Kind of Fractional Orders 

Making Ichizo Ninomiya; September 1981 

Format Function language; FORTRAN Size; 100 lines each 

(l) Out line 

BJF (DJF) calculates Ju(x) for single (double) precision real numbers u,X with single 

(double) precision. 

(2) 0 i rect ions 

1. BJF (U, X) and DJF (W. D) 

U(W) ,X(D) is an arbitrary single (double) precision real expression. DJF requires 

declaration for double precision. 

2. Range of. argument 

Ua:O(W~O) ,0:SX:a8.23-105(0~D~3.53-1015) 

exc 1 ud i ng X>200, U> 1 . 384'/x (D>200, W> 1 . 384~) . 

3. Brror processing 

If an argument outside the range is given, an error message is printed. Calculation is 

continued with the function value assumed to be Q (See FNBRST.) 

(3) Calculation method 

1. BJF(DJF) 

(l) When u<O, x<O, or x>8.23-105 (3.53- 1015), error processing starts. 

(2) When (x/2) 2=au+ 1, Taylor ser ies 

~ (-1 ) k (x/2) u+2k 

Ju(x)={;;o k!r(u+k+l) 

is ca lcu lated. 

(3) If X~10(18) and x~O. 55u2 , asymptotic expansion 
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Ju (X)=,j2/7CX {P(u,x) cos f,&-Q(u,x)sinf,& } 

is used. 

where 

f,&=x-(u/2+1/4)7C , 

P(u ,x)=l (4u
2
-1) (4u

2
-9) 

2!(Br)" + ••• 

Q (u ,x) = 4u
2
-1 

Br 
(4u2-1) (4u2-9) (4u2-25) 
....:....--....:......:.-~~-~+ ••• 

3! (Bx)3 

(4) For an area which is not covered by (2) and (3) but satisfies x~200, the following 

recurrence equation is used: 

Jv-l (x)=2vJ v (x)/X-J v+l (X) 

(5) Any other area causes an error. 

(4) Note 

BJF and DJF each require a large amount of calculation and take time. Therefore, these 

function programs should not be used for a function which can be calculated by other methods. 

/3 J 

For instance, J 0 (x) can be ca I cu I a ted by any of BJO (X), BJN (0, X). and BJF (0. 0, X). but BJO (X) is 

the best in both speed and precision. Generally, BJO or BJ1 (DJO, DJ1) should be used to 

calculate O-th and 1st order Bessel functions. Bessel functions of half odd number order should 

be calculated via a spherical Bessel function. For JS/2(X), for instance, it is more 

reasonable to multiply SJN(2,X)by ,j~/7C than to calculate BJF(2.5,X). 

Bibliography 

1) Ichizo Ninomiya; "Calculation of Bessel functions by recurrence formulas," Numerical Analysis 

11 for Computer. Baifuukan (1966) 

<1987. 07. 07) 

129



132-

BJN/DJN, BYN/DYN (Bessel functions of ictegral orders) 

Bessel Functions of Integral Orders 

Programm Ichizo Ninomiya: September 1981 
ed by 

Format Function Language; FORTRAN Size; 91. 91. 46. and 47 lines 
respectively 

(1) Out} ine 

BJN (DJN) and BYN (DYN) calculate In(x) and Yn(x) respectively. with single (double) 

precision. for an integer n and a single (double) precision rehl number x. 

(2) Direct ions 

1. BJN (N. X), DJN (N, D), BYN (N. X). and DYN (N. D) 

N is an arbitrary integer-type expression. X and D are arbitrary single and double 

precision real-type expressions respectively. The double precision function name needs to 

be declared as double precision. 

2. Range of argument 

Bessel function of the first kind In(x): N~0,O::1iX::1i8.23·10S(0~D::1i3.53·10IS) 

X>200, N> 1 .3849 (D>200 ,N> 1 .384.JD) are exc 1 uded. 

Bessel function of the second kind Yn(x): N~0,0<X::1i8.23·105(0<D::1i3.53.10IS) 

Any region where the function value overflows is excluded. 

3. Error processing 

If the specified argument is outside the range. an error message is printed but 

calculation continues with the function value assumed to be O. (See FNERST.) 

(3) Calculation method 

1. BJN ( DJN) 

(1) In case of n<O. X<O, or x>8.23· 105(3.53' 10IS). an error results. 
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(2) In case of O:iin:ii4, special routines BJO (DJO) , DJ1 (DJl) , DJ2 (DJ2) , BJ3 (DJ3),. or DJ4 

(DJ4) are ca 11 ed. 

(3) In case of (x/2)2:an+l, Taylor series 

_ f-. (-1)k (x/2)n+2k 
In(x)-{;;o k!· (n+k)! 

is calculated. 

(4) In case of x~lO(18) and x~O.55n2, the following asymptotic expansion is used: 

In(X)=~2/7CX {P(n,x)cos~-Q(n,x)sin~} 

where 

~ =x- (n/2+ 1/4)7C, 

(4n2-1) (4n2-9) + . P(n,x)=l 2 
2! (Bx) 

(4n2-1) (4n2-9) (4n2-25) + . 
3! (8x)3 

(5) In case of x~200 in a region other than (3) and (4), the following recurrence formula 

is used: 

(6) In case of a region other than the above, an error results. 

2. BYN (OYN) 
l 

(1) In case of n<O, x~O, or x>8.23-105(3.53-1015), an error results. 

(2) In case of n=O, BYO (OYD) is called to calculate YO(x). 

(3) In case of n=l, BYl (OY!) is called to calculate Y 1 (x). 

(4) In case of n~2, the following recurrence formula is calculated repeatedly starting with 

Yo(x) , Y. (x) to determine Yn(x) : 

Yk+l (x) =2kYk (x)/x - Yk-l (x) 

(4) Note 

The Bessel function of the second kind Nn(x) is the same as Yn(x). 
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B K F I 0 K F (Mod i fi ed Besse I Funct ions of the Second Kind of Fr act i ona I Order) 

Modified Bessel Functions of the Second Kind of Fractional Otder 

Programm Toshio Yoshida, June 1985 

ed by 

Format Function Language; FORTRAN; Size; 786 and 1508 lines respectively 

(1) Outl ine 

BKF (DKF) calculates Ky (x) for the single (double) precision real numbers y and x with single 

(double) precision. 

(2) Direct ions 

1. BKF (V. X). DKF (W, D) 

V and W correspond to Y, and X and D correspond to x. 

V and X (W,D) are expressions ~f ~ingle (double) precision real type. DKF requires the 

declaration of double precision. 

2. Range of argument 

X>O (D>O) 

However. the region where function values overflow is excluded. 

W>O 0<D<3. 53 X 10 

3. Error processing 

If an argument outside the range is given, an error message is output. and the 

calculation is continued with the function value as O. (See FNERST.) 

(3) Calculation method 

K y (x) should be def ined as 

Kv(x)=~. I-v(x}-Iv(x) 

The case y>O can be reduced to the case y <0 from the relat ion K- y (x)=K y (xL 

133



}36 

In this method. the value of Kv (x) is directly calculated at O~ v ~2. 5 •. 

At v >2. 5. the value of Kv (x) is calculated with the recurrence formula 

Kl1+1 (x)=~ Kv(x)+Kv-l (x) 

The calculation method of KJI (x) at O~ v ~2. 5 depends on the value of x. If x is small. the 

calculation is executed with the previous definition formula of KJI (x). However. the calculation 

is executed so that the number of significant digits is not reduced even if v is near the 

integer. For details. see 1) in "Bibliography.nlf the value of x is larg~ the calculation is 

executed with the approximation to f v (1/x) in the form of 

Kv(x)= ~e-:Z:fv( 1) 

However. the approximation formula is obtained by applying ~ method to the differential 

equation 

t2fN'(t)+2(t+l)f~(t)_(v2_~)fv(t)=O 

that f v (t) sat isf ies. 

For details. see 2) in nBibliography. n 

Bibliography 

1) Toshio Yoshida and Ichizo Ninomiya: "Computation of Modified Bessel function KJI (x) with Small 

Argument x. D Transactions of Information Processing So~ of Japan. Vol. 21. No. 3. PP. 238-245, 

(1980). 

2) Toshio Yoshida and Ichizo Ninomiya: "Computation of Modified Bessel function KJI (x) with Large 

~ 
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Argument x. ~ Transactions ·of'.Information processing.·Soc; ·of 'Japan, :Vol. 22, No~4,' PP.' 312-319 

(1981) •. 
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BLO/DLO/BL1/DL1 (Modified Struve Functions of the Order 0 and 1) 

Modified Struve Functions of the Order 0 and 1 

Programmed Ichizo Ninomiya, April 1983 

by 

Format Function Language; FORTRAN 

(1) Outline 

BLO (DLO) calculates the modified Struve function L 0 of the O-th order for a single (double) 

precision real number x with single (double) precision. 

BLl (DLI) calculates the modified Struve function L I of the I-st order for a single (double) 

precision real number x with single (double) precision. 

(2) Direct ions 

1. BLO (X), BLl (X), DLO (D), DLl (D) 

X(D) is arbitrary an expression of single (double) precision real type. DLO and DLl require 

the declaration of double precision. 

2. Range of argument 

O~X, D~174. 673 

3. Error processing 

If an argument outside the range is given, an error message is printed, and the calculation 

is continued with the function value as Q 

(See FNERST.) 

(3) Calculation method 

1. If O~x~16. Lo (x)=x-P I (x**2) and L I (x)=x**2-0 I (x**2) are calculated with the polynomial 

approximations P I and 0 I. 

2. If 16<x~174. 673. Lo (X)=P2 «16/x)**2)/x+lo (x) and Ll (X)=02 «16/x)**2)+11 (x) are 

calculated with, the polynomial approximations P2 and 02. 
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BY F I 0 Y F (Dessel Funct ions of the Second Kind of Fract iona I Order) 

Dessel Functions of the Second Kind of Fractional Order 

Programm Toshio Yoshid~ June 1985 

ed by 

Format Function Language: FORTRAN; Size: 713 and 1061 lines respectively 

(1) Outl ine 

DYF (DYP) calculates Y JI (x) for the single (double) precision real numbers JI and x wi th single 

(double) precision. 

(2) Direct ions 

1. DYF (V, X), DYF (W, D) 

V and W correspond to JI, and X and D correspond to x. 

V and X(W,D) are expressions of single (double) precision real type. DYF requires the 

declaration of double precision. 

~ Range of argument 

V>O 0<X<8. 23 x 105 

W>O 0<D<3. 53x 10t5 

3. Brror processing 

If an argument outside the range is given, an error message is output, and the calculation 

is continued with the function value as O. (See FNBRST.) 

(3) Calculation method 

Y JI (x) should be def ined as 

Y ex) Jv(X) CO~ lJ7C-J-v(X) 
v StnlJ7C 

In this calculation method, the value of Y JI (x) is directly calculated at O~ JI ~2. 5. 

At JI>2.5, the value of Y JI (x) is calculated with the recurrence relation 

.; 

.; 
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y 11+1 (X)=~Yv(X)-y v-l (X) 

The calculation method of Y JI (x) at O~ JI ~2. 5 depends on the value of x. If x is small. the 

calculation is executed with the previous definition formula of YJI (x). Howeve~ the calculation 

is executed so that the number of significant digits is not reduced even if JI is near the 

integer. For detai Is. see bibl iography 1). If x is large. Y JI (x) is calculated by the imaginary 

part of the approximation to the first kind Hankel function HJI (1) (x) that is obtained by 

applying T' method to the differential equation that HJI (1) (x) satisfies. 

For details. see Bibliography 2). 

Bibliography 

1) Toshio Yoshida and Ichizo Ninomiya: DComputation of Bessel Function YJI (x) for Small Argument 
x. D Transactions of Information Processing Soc. of Japan. Vol. 23. No. 3. pp.296-303 (1982). 

2) Toshio Yoshida and Ichizo Ninomiya: DComputaion of Bessel Function YJI (x) for Large Argument 
x. D Transactions of Information Processing Soc. of Japan. Vol. 24. No. 4. pp.436-443 (1983). 
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JOYOS/D and J 1 Y1S/D (Bessel functions of order 0 and 1) 

Bessel Functions of the Order 0 and 1 

Prog Ichizo Ninomiya; May 1983 

ramm 

ed 

by 

Form Subroutine Language; FORTRAN77 Size; 105, 188, 102, and 186 

at lines respectively 

(1) Outline 

JOYOS(D) and J1Y1S(D) are subroutine subprograms that calculate Oth and 1st order Bessel 

functions JO (x) and Yo (x), and J t (x) and Y t (x) for a single (double) precision real number Xt 

with single (double) precision. 

(2) 0 i rect ions 

CALL JOYOS/D{X, VJ, VY, ILL) 

CALL Jl YlS/D (X, VJ, VY, ILL) 

Argume Type and Attr 

nt kind (*1) ibut 

e 

X Real type Inpu 

t 

VJ Real type Outp 

ut 

VY Real type Outp 

ut 

Content 

Value of variable x. 0~X~8.23·10**5(3.53·10**15) 

Value o f Bessel fun c t ion o f 

the first kind. J 0 (x) or J t (x) 

Value o f Bessel function o f 

the second kind. Y 0 (x) or Y t (x) 

140



Argume Type and Attr Content 

nt kind (*1) ibut 

e 

ILL Integer Outp ILL=O: Normal termination. 

type ut ILL=30000: Argument X is outside of the range. 

VJ=QO and VY=O.O. 

*1 For double precision subroutines, all real types should be changed to double precision real 

types. 

(3) Calculation method 

1) When x~O or x>8. 23·10**5(3. 53·10**5), an error results. 

2) When 0<x~2, optimal polynomial approximations AO, AI, Bo, and Bl are used to calculate: 

JO (x) =AO (x*x) 

Yo (x) =21 n-*Jo (x) log (x) +Bo (x*x), 

J 1 (x) =x*A I (x*x) 

Y I (x) =21 n-*J I (x) log (x) +x*B I (x*x) -21 (n- x) 

3) When 2<x~4, optimal polynomial approximations Cl, C2. C3, and C4 are used to 

calculate: 

Jo (x)=C I (x-3), 

YO (x)=C2 (x-3). 

J I (x)=C3 (x-3). 

Y I (X)=C4 (x-3)-2/(n-x) 

4) When 4<X~6, optimal polynomial approximations D I, D2. D3. and D4 are used to calculate: 

Jo (x) =D J (x-5), 

Y 0 (x) =D2 (x-5). 

J I (x) =D3 (x-5), 

Y J (x) =D4 (x-5). 

5) When 6<X~8, optimal polynomial approximations BI. B2. B3. and B4 are used to calculate: 
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Jo (x)=B I (x-7), 

Yo (x) =E2 (x-7) , 

J I (x)=E3 (x-7), 

Y I (X)=E4 (x-7). 

6) When S<x~S.23·10**5(3.53·10**15), optimal polynomial approximations (rational functions) 

FO, FI, Go. and Gl are used to calculate: 

(4) Note 

MO = (F 0 «Six) **2) *S/x) 1/2 , 

14 I = (F I «Six) **2) *S/x) 1/2 , 

Po=Go «Six) **2) *S/x-1r 14+x, 

PI =G I «Six) **2) *S/x-1r 14+x, 

J 0 (x) =M 0 *cos (P 0) , 

Yo (x)=Mo*sin(Po) , 

J 1 (x) =14 I *s i n (P I) , 

Y I (x)=-M I *cos (P I>' 

This routine uses the entire common part of the calculation method of Jo (x) and Yo (x), or 

J I (x) and Y I (x). Theref ore, when both of these f unct ions are ca I cu I a ted, it is more 

advantageous to use this routine than to use individual functions to calculate them separately. 

(19S9. 01. 20> 

.J 

.; 
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S I 0 1 0 S I 0, S I 11 0 S I 1 , S KO 1 0 S KO, S K 11 0 S K 1 (Mod i fi ed spher i ca I Besse I 

functions of the order 0 and 1) 

Modified Spherical Bessel Functions of the Order 0 and 1 

Programm Ichizo Ninomiya: April 1977 
ed by 

Format Function Language; FORTRAN Size; 18, 22, 18, 22, 23. 31. 24, and 
31 lines respectively 

(1) OutI ine 

SIO (DSIQ). SI1 (OS 11) , SKO (OS KO) , and SKI (DSKl) calculate io(x), i J (x), ko(x), and kJ (x) 

respectively, with single (double) precision, for a"single (double) precision real number x. 

Where, 

(2) Direct ions 

1. SIO(X), SIleX), SKO(X), SKl(X) 

OS 10 (D), DS I 1 (D), DSKO (D), DSK1 (D) 

X and 0 are arbitrary single and double precision real-type expressions respectively. The 

double precision function name needs to be declared as double precision. 

2. Range of argument 

For modified spherical Bessel function of the first kind: IXI<174.673 and 101<174.673. 

For modified spherical Bessel function of the second kind: O<X, 0<0. 

3. Error processing 

If the specified argument is outside the range, an error message is printed but calculation 

continues with the function value assumed to be O. (See FNERST.) 
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(3) Calculation method 

1. SIO and DSIO 

(1) In case of Ixl~174.673, an error results. 

(2) In case of Ix 1<1, io(x) is calculated by a polynomial approximation. 

(3) In case of Ix I ~1, io(x) =sinhx/x is calculated. 

2. SIl and DSIl 

(1) I n case of I x I ~ 174. 673, an error resu Its. 

(2) In case of Ix 1<1, it (x) is calculated by a polynomial approximation. 

(3) In case of Ix I ~1, it (x)=l/x(coshx-sinhx/x) is calculated. 

3. SKO and DSKO 

(1) In case of x ~O, an error results. 

(2) In case of x >180. 218, ko(x) =0. 

(3) In case of 0<X<1, ko(x) is calculated by a rational approximation. 

(4) In case of l~X~180.218, ko(x)=7C!2-e-x/x is calcull\ted. 

4. SKI and DSKl 

(1) In case of x ~O, an error results. 

(2) In case of x>180. 218, kt (x)=O. 

(3) In case of 0<X<1, kt (x) is calculated by a rational approximation. 

(4) In case of l~X~180.218, kt(x)=tr!2(l+l/x)e-x/x is calculated. 

(4) Notes 

The modified spherical Bessel function can easily be defined by exponential and hyperbolic 

funct ions. If it is calculated ~s def ined, . however, severe cancellat ion occurs near the or igin, 

resulting in deteriorated precision. Using the above functions can eliminate such problem and 

also save the calculation time. 

(1987. 07. 31) 
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SIK/DSIK and SKN/DSKN (Modified spherical Bessel functions of integral orders) 

Modified Spherical Bessel Functions of Integral Orders 

Programm Ichizo Ninomiya; September 1981 
ed by 

Format Function Language; FORTRAN Size; 125. 188. 49. and 50 lines 
respectively 

(l) Out line. 

SIK (OSIK) and SKN (OSKN) calculate in(x) and kn(x) respectively. with single (double) 

~ precision. for an integer n and a single (double) precision real number X. 

Where. 

in(x)=,j ~ In+ 112 (x) , kn(x)= j1iKn+ 112 (x) 

(2) 0 i rect ions 

1. SIK (N t X) and SKN (N. X) 

~ 
OSIK(N,O) and OSKN(N,0) 

N, is an arbitrary integer-type expression. X and 0 are arbitrary single and double 

precision real-type expressions respectively. The double precision function name needs to be 

declared as double precision. 

2. Range of argument 

Modified Bessel function of the first kind in(x) : 

N~O, X~O (O~O) 

However. any region where the function value overflows is excluded. 

Modified Bessel function of the second kind: 

N ~ 0. X>O (0)0) 

However. any region where the function value overflows is excluded. 

3. Error processing 
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If the specified argument is outside the range, an error message is printed but calculation 

continues with the function value assumed to be O. (See PNBRST.) 

(3) Calculation method 

1. SI K (DSI K) 

(1) I n case of x <0 or n <0, an error resu Its. 

(2) In case of (x/2)2~n+3/2. the following Taylor series is calculated: 

. xn ~/2 (~!2)2 
tn (x) 1 .3 ••• (2n+ 1) {I + 1 ! (2n+3) + 2! (2n+3) (2n+5) + ... } 

(3) In case of x~10(18) and x~0.55(n+l!2)2. the following asymptotic expansion is 

used: 

:z: 11-1 (11-1 ) (11-9) 
in(x)=~ {1- 8x + 2! (8x)2 

where 11= (2n+l )2. 

(11-1) (11-9) (11-25) + . . . . . } 
3! (8x)3 

(4) Incase of n+t/2~ 10(35) in a region other than (2) and (3), the following uniform 

asymptotic expansion is used: 

. t e(n+!>71 ~ l-K 
tn(x) n ~ __ .'>. 1/A {1+L.,,(n+ 2 ) Uk(t)} 

k=l 

This calculation is based on the following: 

f=x/(n+~) ,t=I/'/1 +f2 , l1 co '/l +f2+Zog [ f/(1 +'/1 +f2) ] 

where Uk(t) is akthpolynomial of t. 

(5) In case of an area other than the above. the following recurrence formula is used 

ik-l (x)= (2k+l) ik(X)/x+ik+1 (x) 

...J 

J 
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2. SKN (DSKN) 

(1) I n case of n <0 or X ~O. an error resu Its. 

(2) In case of x >180. 218. kn(x)=O. 

(3) In case of n=O. SKO (DSKO) is called to calculate ko(x)·. 

(4) In case of n=l. SKI (DSK1) is called to calculate kt (x). 

(5) In case of n ~2. the following recurrence formula is repeatedly calculated. starting 

with ko(x) ,kt (x). to obtain kt (x) : 

(2l+1 ) 
kl+t (x) X k, (X)+kl+t (x) 

Bibliography 

1) Ichizo Ninomiya; gealculation of Bessel functions by recurrence formula
g
• Numerical method 11 

for computers. Baifu-kan (1966). 

2) D. E. Amos et al; gene 6600 Subroutines IBESS and JBESS for Bessel Functions Iv(x) and 
JV(x) ,xe;O,ve=Og. ACM Trans. on Math. Software. Vo1.3. No. 1. pP.76-92 (1977>' 

(1989. 01. 25) 
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IS'O 

SJO/DSJO, SJ1/DSJ1, SYO/DSYO, SY1/DSY1 (Spherical Bessel functions of the 

order 0 and 1) 

Spherical Bessel Functions of the Order 0 and 1 

Programm Ichizo Ninomiya; April 1977 
ed by 

Format Function Language; FORTRAN Size; 18. 22. 18. 22. 19. 25. 19. 
and 25 lines respectively 

(1) Outl ine 

~ 

SJO (OSJO). SJ1 (OSJl). SYO (OSYO). and SYl (OSYl) calculate io(x). i 1 (x). Yo(x). and 'YI (x) 

respectively. with single (double) precision. for a single (double) precision real number x. 

Where. 

in(x)=,j:X I n+J/2(X) , Yn(X)= ~ Yn+J/2(X) 

(2) 0 i rect ions 

1. SJO (X). SJ1 (X). SYO (X). SY1 (X). 
.J 

OSJO (0). OSJ1 (0). OSYO (0). OSY1 (0) 

X and 0 are arbitrary single and double precision real-type expressions respectively. The 

double precision function name needs to be declared as double precision. 

2. Range of argument 

For Spherical Bessel function of the first kind: I X I ~8.23-105, I D I :;3.53-1015. 

For Spherical Bessel function of the second kind: 

0< I X I ~8.23·1as, 0< I D I ~3.53-1015. 

3. Error processing 

If the specified argument is outside the range. an error message is printed but calculation 

continues with the function value assumed to be O. (See FNERST.) 
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(3) Calculation method 

1. SJO (DSJO) 

(l) In case of I x I ~8.23- lOSe I x I ~3. 53_1015). an error results. 

(2) In case of Ix 1<1. io(x) is calculated by a polynomial approximation. 

(3) In case of Ix I ~1, io(x)=sinx/x is calculated. 

2. SJl {DSJl} 

{l} In case of I x I ~8.23-105( I x I e;3.53- 1015). an error results. 

(2) In case of Ix 1<1, i 1 (x) is calculated by a polynomial approximation. 

(3) In case of Ix I ~1. i 1 (x)=l/x(sinx/x-cosx) is calculated. 

3. SYO (DSYQ) 

{l} In case of x=O or I x I e:8.23-105( I x I ~3~53-1015). an error results. 

(2) In case of Ix 1<1. Yo(x) is calculated by a polynomial approximation. 

(3) In case 'of Ixl~l. YO(x)=-cosx/x is calculated. 

4. SYl {DSYl} 

(l) In case of x=O or I x I ;;:8.23-105( I x I e;3.53-1015
), an error results. 

(2) In case of Ix 1<1, Yl (x) is calculated by a polynomial approximation. 

(3) In case of Ix I ~1. Yl (x) =-l/xl- (cosx+xsinx) is calculated. 

(4) Notes 

IS I 

1. The spherical 8essel function can easily be defined using· a trigonometric function. If 

it is calculated as defined. however. severe cancellation occurs near the origin. resulting 

in deteriorated precision. Using the above functions can eliminate such problem and also 

save the calculation time. 

2. The symbol nn(x) may be used instead of Yn(X). 

<1987. 07. 09) 
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SJN/DSJN, SYN/DSYN (Spherical Bessel functions of integer orders) 

Spherical Bessel Functiuns of Integral Orders 

Programm Ichizo Ninomiya; September 1981 
ed by 

Format Function Language; FORTRAN Size; 93, 98, 46, and 48 lines 
respectively 

(1) Outl ine 

SJN (DSJN) and SYN (DSYN) calculate in(x) and Yn(X) respectively, with single (double) 

precision, for an integer n and a single (double precision real number X. 

Where, 

(2) Directions 

1. SJN (N. X). DSJN (N. D). SYN (N, X). and DSYN (N. D) 

N is an arbitrary integer-type expression. X and Dare prbitrary single and double 

precision real-type expressions respectively. The double precision function name· needs to be 

declared as double precision. 

2. Range of argument 

Spherical Bessel function of the first kind jn(x) : 

N~O, O~X:;8.23·1as(O~D:i3.53·1015) 

X>200, N>l.384¥X (D>200, N~ 1.384,JD) are excluded. 

Spherical Bessel function of the second kind Yn(x) : 

However. any region where the function value overflows is excluded. 

3. firror processing 

If the specified argument is outside the range, an error message is printed but calculation· 

continues with the function value assumed to be O. (See FNHRST.) 
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(3) Calculation method 

1. SJN (DSJN) 

(1) I n case of n <0, x <0, or x:>8. 23 • 105 (3.53 . 1015), an error resu Its. 

(2) In case of (x/2)2~n+3/2, Taylor series 

xn {x2/2 (~/2)2 
in(x) 1 +~~~~=--~ 

1 -3- - - (2n+ 1) 1 ! (2n+3) 2! (2n+3) (2n+5) ---} 

is calculated. 

(3) In case of x~ 10(18) and n+ 1/2~ 1.384rx, the following expansion formula is used: 

in(X)= {P(n,x)sin~ +Q(n,x)cos~ } Ix 

where 

~=x-n7r/2, 

P(n,x)=l (11-1) (11-9) + . 
2! (8x)2 

Q(n,x) 11~1 (11-1) (11-9) (11-25) + . 
. 3! (Bx)3 

(4) In case of x~200 in a region other than (2) and (3), the following recurrence formula 

is used: 

ik-I (x)= (2k+1) ik(x)lx-ik+1 (x) 

(5) In case of a region other than the above, an error results. 

2. SYN (DSYN) 

(1) In case of n<O, x ~O, or x>8.23-105(x>3. 53-1015), an error results. 

(2) In case of n=O. SYO(DSYO) is called to calculate YO(x). 

(3) In case of n=1, SYl (DSY1) is called to calculate Yl (x). 

151



Jst 

(4) In case of n ~2, the following recurrence formula is rjpeatedly calculated, start ing 

with Yo(x) ,Yt (x), to obtain Yn (x) : 

(2k+l) 
Yk+l (x)",,· Yk(X) - Yk-l (x) 

(4) Note 

Spherical Bessel function of the second kind nn(X) is the same as Yn(x). 

Bibliography 

1) Ichizo N'inom,iya; "Calcula,tion of Bessel functions by recurrence formula", Numerical method II 

for computers, Baifukan (1966) 

(1989.01. 12) 

~ 
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ZBJO/DZBJO,ZBJ1/DZBJ1, ••••• ,ZBJ15/DZBJ15 (Positive zeroes of JO-J 1S) 

Positive Zeroes of Bessel Functions JO-Jt5 

Programm Ichizo Ninomiya: December 1983, revised in July 1986 and December 1988 

ed by 

Format Function Language; FORTRAN Size; 120 lines 

(l) Out line 

Bach of functions ZBJO (or DZBJO) to ZBJ15 (or DZBJ15) calculates the n-th positive zero in Jo 

to Jt5 for positive integer n, with single (or double) precision. 

(2) Direct ions 

2. 1 {ZBJO (N) -ZBJ15 (N}} {DZBJO (N) "'DZBJ15 (N)} 

N is an arbitrary integer type expression. B~ch function whose name begins with D requires 

declaration of double precision. 

2.2 Range of argument 

1~N~1000 for ZBJO and ZBJl (DZBJO and DZBJl); 1~N~100 for other functions 

2.3 Brror processing 

If the argument is outside the range, an error message is printed but calculation continues 

with the function value assumed to be O. 

(3) Calculation method 

When 1~N~100, a numerical table calculated beforehand with sufficient precision is used. 

When 100<N~1000, an asymptotic expansion formula is used. 

Bibliography 

l} Wa tson, G. N.. Theory of Besse I Funct ions, Cambr i dge Un i vers i ty Press, .PP. 503-506 (1922) 
<1989. 01. 25) 
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ZBJOS/D and ZBJ1S/D (Zeros and derivatives of Bessel functions Jo and J.) 

Zeroes and Deviatives of BesseI Functions Jo and JI 

Programm Ichizo Ninomiya: December 1983 

ed by 

Format Subroutine Language; FORTRAN Size: 210 lines 

(1) Outline 

ZBJOS (or ZBJOD) and ZBJ1S (or ZBJ1D) each calculate the n-th positive zeros {jon, j1n} and 
. . 

{JO (jon) , J 1 (j1n)} of Bessel functions {JO, J tl for positive integer n with single (or double) 

precision. 

(2) Directions 

Argument 

N 

ZBRO 

CALL ZBJOS/D{N,ZBRO,DBRIV, ILL) 

CALL ZBJ1S/D{N,ZBRO,DBRIV, ILL) 

Type and Attr i but 

kind (*1) e 

Content 

Integer Input Number of positive zero: 1~N~100 

type 

Real Output N-th zero jon (j1n) of Be~sel function Jo 

type 

{J t> 

DBRIV Real Output Derivative JO (jon) (J I U1n» at zero jon (j1n) 

type 

ILL Integer Output ILL=O: Normal 

type . I LL=30000 : N<l or N> 100. 

*1 For double precision subroutines, all real types should be changed to double precision real 

types. 

(3) Calculation method 
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A numerical' table calculated beforehand with:sufficient precision is 'used~' 

(4) Note 
, , 

J 0 (j on) =-J 1 (j on) and J 1 01n) =J 0 (j In) =-J 2 01nL 

0989. 01. 25) 

~ 

~ 
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ZB·J N/DZBJ N (Positive Zeroes of Bessel Functions Jo..,JtS) 

Positive Zeroes of Bessel Functions Jo..,JtS 

Programm Ichizo Ninomiya, December 1983, revised in July 1986 

ed by 

Format Function Language: FORTRAN; Size: 42 and 43 lines respectively 

(1) OutI ine 

(ZBJN(DZBJN)} calculates the k-th zero of I n for positive integers nand k by single (double) 

precision. 

(2) Di rect ions 

2. 1 {ZBJN (N, K), DZBJN (N, K) } 

An arbitrary expression of the integer type can be written in Nand K. DZBJN requires the 

declaration of double precision. 

2.2 Range of argument 

0~N~15, I~K~100. However, I~K~1000 for O~N~1. 

2.3 Error processing 

If an argument outside the range is given, a message is printed as an error and the 

calculation is continued with the function value as O. 

(3) Calculation method 

A numerical table precomputed with a sufficient precision is used for I~N~100. 

An asymptotic expansion formula is for 100<N~1000. 

Bibliography 

1) Watson, G.N., Theory of Bessel Functions, Cambridge University Press, PP.503-506 (1922) 
<1989. 01. 25) 
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/6 D 

ACCELS/D,LEVNTS/D,LEVNUS/D,WYNNES/D,WYNNRS/D,EULERS/D, 

BRZSKS/D (Acceleration of convergence of sequence or series) 

Acceleration of Convergence of Sequences or Series 

Programm Ichizo Ninomiya: October 1984 

ed by 

Format Subroutine Language; FORTRAN· Size; 220 and 224 respectively 

(1) Out line 

Each of these subroutines calculates a limit value with the requested precision by accelerating 

convergence of sequence SI ,S2, - - - ,Sn, - - - or series al+o2+- - -+On+- - -, which generally 

shows slow convergence. 

The series (a sequence is regarded as series an=~Sn-l) is divided into the following five 

types. 

1. Alternating series 

This type of series satisfies an+l/an<O. Examp le: an= ( -1 ) n- t /n 

2. Series of linear convergence 

This type of series satisfies Un' 1/0'1 - it, I it I <1. Example: an=O. 5n+( -O.8)~ 

3. Series of logarithmic convergence 

This type of series satisfies un+l/an - 1. Example: an=1/n2 

4. Irregular sign series 

This type of series has an whose sign is irregular. Example: an=sinnx/n2 

5. Others 

Depending on the type of series given, each of these subroutines performs Levin's t-, 

Lev in's U-, Wynn's e -, or Wynn's p -transformat ion as follows: 

~ 

~ 
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1. Alternating series t-transformation . 

2. Series of linear convergence . : s -transformat ion. 

3. Series of logarithmic convergence p -transformat ion. 

( Irregular sign series s -transformat ion. 

5. Others u-transformation. 

~. 

~ 
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/6 2 

(2) Directions 

CAl.l. ACCBI.S/D(ICATt ISER. FUNTBRM. BPSA. BPSR. NMAX. V. BRR. NTBIUt. 11.1.) 

Argument Type and Attribut 

I CAT 

ISBR 

FUNTRM 

BPSA 

BPSR 

NMAX 

v 

BRR 

NTBRM 

Il.l. 

kind (*1) e 

Integer 
type 

Input 

Integer Input 
type 

Real type Input 
Function 
s~bprogram 

Real type Input 

Real type Input 

Integer 
type 

Input 

Real type Output 

Real type Output 

Integer Output 
type 

Integer Output 
type 

Content 

Type of series (a. sequence is regarded as a series with term 
.6.Sn-l) is spec i f i ed. 
ICAT=1: Alternating series. u-transformation is used. 
ICAT=2: Ser ies of linear convergence. E: -transformat ion is 
used. 
ICAT=3: Series of logarithmic convergence. 
p -transformat ion is used. 
ICAT=4: Irregular sign series. E:-transformation is used. 
ICAT=5: Type unknown. u-transformation is used. 
A value other than the above receives the same treatment as 
ICAT=5. 

ISBR=O indicates a sequence. 
ISBR#=O indicates a series. 

General term an or Sn is given as a function of number n of 
the term. 
This subprogram must be declared in the BXTBRNAI. statement in 
the calling program. 

Absolute tolerance E: a. 

Relat i ve tolerance E: r. 

Maximum allowable number of terms. NMAX~( 

I.imit value. The target value is 
I V-Vo I ~max ( I Vo I E: rt E: a). where Vo is the true va 1 ue. 

Bst imated value of I V-Vo I. 
Number of terms used. 

Brror code. 
11.1.=0: Normal termination. 
11.1.=10000: The convergence condition has not been 
established but there is no room for further improvement 
because of loss of significant digits. 
11.1.=20000: Convergence has not occurred though the maximum 
number of terms was reached. 
11.1.=30000: NMAX« 

*1 For double precision subroutines. all real types should be changed to double precision real 

types. 
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(3) Calculation method 

1. e -transformation 

e-transformation starts with 1 and determines 3 through the recurrent equation 2. This 
routine calculates subsequence 4 until the convergence conditions are met. 

n 

1 Eiy) =0 , EOn) =Sn ( = Eai ) ., n = t ,2, . 
i.:J 

3 Ekn),n=1,2,··· ;k=1,2,· .. ,n-l 

2. p-transformation 

p-transformation starts with 1 and determines 3 through the recurrent equation 2. This 

routine calculates subsequence 4 until the convergence conditions are met. 

n 

1 piY)=O,pOn)=Sn=(Eai) ,n=l ,2, . 
i=J 

3 pkn) ,n=t ,2, ... ;k=t ,2, ... n-t 

4 pOt) ,p(2) , ... ,p~!!l ... 

3. t-transformation and u-transformation 

t-transformation and u-transformation each start with 1 and determine 2. This routine 

calculates subsequence 3 until the convergence conditions are met. 
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1 

2 

3 

n 

t6n)=Sn(=Lan) ,n=l ,2, . 
i=l 

k-1S k-l 
tRn)=ll.k(n n_ n)/ll.k(na

n 
)n=1,2,· .. ;k=1,2,· . ·n-l 

t6t) , t (2) , • • • t~!!~· . . 

u-transformation is a transformation where t of t-transformation is changed to u and nk- 1 of 2 

is changed to nk- 2 • 

Refer to the paper in the bibliography for details of the calculation method. 

(4) Example 

Series 

The following sample program calculates 

(_I)n-l 7C 
1-1/3+1/5-- - -+ /(2n-l )+--=-4 

with double precision with required absolute accuracy 10-1°. 

IMPLICIT REAL*8 (A-H,O-Z) 
EXTERNAL FUNTRM 
ICAT=1 
ISER=1 
EPSA=1.0-10 
EPSR=O.OO 
NMAX=50 
CALL ACCELO(ICAL,ISER,FUNTRM,EPSA,EPSR,NMAX,V,ERR,NTERM,­

ILL) 
0=OABSCV-OATAN(1.00» 
WRITEC6,600) V,O,ERR,NTERM,ILL 

600 FORMATC1H ,018.10,2011.3,216) 
STOP 
END 
FUNCTION FUNTRM(N) 
IMPLICIT REAL*8 CA-H,O-Z) 
IF(N.EQ.1) SGN=1.00 
FUNTRM=SGN/OFLOATCN+N-1) 
SGN=-SGN 
RETURN 
END 

. (5) Notes 

~ 

...) 
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1. The series other than the alternating series may suffer loss of significant digits. So, do 

not make the tolerance too small; otherwise, convergence will not occur. 

2. To perform t-, U-, e: -, or p-transformation, each of these routines calls subroutine 

LEVNTS/D, LEVNUS/D, WYNNES/D, or WYNNRS/D correspondingly. The specifications of these 

subroutines are the same as those for the present routines except that the former does not have 

input argument 1 CAT. Taking accounL of these conditions, one can use these special subroutines 

directly. Euler transformation routine EULERS/D having the same specifications and Brezinsky 

O-transformation routine BRZSKS/n are also availabl~ 

3. A function subprogram that calculates a general term must be defined as a function of only the 

number N (integer beginning from 1) of the term. This function routine is always called in 

natural sequence like N=L 2, 3 •.. from the beginning. Use this to save the quantity of 

calculation. (See the example above.) 

Bibliography 

(1) T. Fessler; ACM Trans. Math. Softw. Vol. 9, pp.371-381 (1983). 

(2) D. A. Smith; SIAM J. Numer. Anal. Vol.16, pp.223-240 (979). 

<1987.07.25) 0988.06.20> 
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LI PS I 0 (Linear programming by CRI SS-CROSS method) 

Linear Programming by CRI SS-CROSS Method 

Programm Yasuo Akatsuka; November 1980 
ed by 

Format Subroutine Language; FORTRAN Size; 2684 (2770) byte 

(1) Outline 

The minimization of optimum control and the maximization problem are solved by the CRISS-CROSS 

method by which the simplex method is applied. LIPS is a single precision routine. and LIPD is a 

double precision routine. 

(Minimize) 

(Objective function) z=al. l+al .2X l+al .3X2+··':·· ·+al. nXn-l 

(Condi t ional expression) a2. t+a2.2Xt+a2.3X2+· ••••• +a2.nXn- 1 e:O 

a •. t +aD. 2X 1 +aD. 3X2+· • • • • • +am. nXn-1 e; 0 

(Prerequisite condition) xi(i=l,··· ,n-l)e:O 

(2) Direct ions 

CALL LIPS/D(A. L. M. N. IW. Y. HPS. ICON) 

Argument Type and Attribut Content 
kind (*1) e 

A Real type Input/ou A coefficient matrix of the objective function and 
Two-dimens tput conditional expression is input. 
ional 
array 

L Integer Input Value of the first subscript in array declaration of A. L~M 
type 

M Integer Input Number of rows of A (number of conditional expressions + 1 
type (objective function». 

N Integer Input Number of columns of A (number of· unknowns of equation + 1). 
type 

165



Argument Type and Attribut Content 
kind (*1) e 

IW Integer Input/ou Name of one-dimensional array with M+N number of elements. 
type tput This is used as a work area. 
One-dimens 
ional 
array 

Y Real type Output One-dimensional array with M+N-l number of elements. Y 1 : 
One-dimens Minimum (maximum) value of objective function. Y2-n: 
ional Optimal solution. Yn+l-n+a-l: Slack value. 
array 

BPS Real type Input Values smaller than BPS are considered 0 during calculation. 

ICON Integer Input/ou Input. 
type tput ICON=O: Calculation is performed until an optimal solution 

is obta i ned. 
ICONiFO: The program returns each time a solution is 

output. 
Output. 

ICON=30000: No solution is obtained. 
ICON=1000: Called with ICONiFO. 
ICON=O: The solution was normally obtained. 

*1 For double precision subroutines, all real types should be changed to double precision real' 

types. 

(3) Notes 

1. To solve a maximization problem, objective function z can be given with the signs of its 

coefficients reversed. However, the value of Y is the absolute value. 

2. To solve an equalities problem, the equaliti€s can be changed to inequalities by adding 

conditional expressions with signs reversed, or by adding variahles and conditional expressions. 

Bibliography 

1) N. K. Kwak; "Mathematical Programming with Business Applications," McGraw-Hill Book Company 
(1973). 

2) T. Hu; "Integer Programming And Network Flows, » ADDISON-WBSLBY PUBLISHING COMPANY, (1970). 

<1987.07.07) 
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SIMPLX/SIMPLD (Linear programming by simplex method) 

Linear Programming by Simplex Method 

Programm Michiyo Kato; January 1975 
ed by 

Format Subroutine language; FORTRAN Size; 138 and 139 lines respectively 

(1) Outline 

SIMPLX/SIMPLD solves maximization and minimization problems for optimum control. using the 

simplex method which is a kind of linear programming. 

Under restrictive conditions; 

GiJXt+· • •• • • +ainOXnO~Si (i=l t • •• , mt) 

Gj tXt+· ••••• +ajnOXnOe:Sj (j=l t ••• t m2) 

ClktXt+· • • • •• +<lknOXnO=Sk (k=l , ••• , m3) 

and 

Xte:O (l=l,···,no) 

Xt, • •• ,XnO which maximizes 

Z=CtXt+· • • • •• +CnXn 

(1) 

(2) 

(3) 

(4) 

(5) 

is determined. SIMPLX is a subroutine for single precision and SIMPLD is for double precision. 

(2) Direct ions 

CALL SIMPLX (A. KA. Ml. M2. M3. NO. S. C. I NDBX. OF. X. BPS. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input/ou The coefficient matrix of the conditional expression is set 

Two-dimens tput in the first NO columns. The size with M=Ml+M2+M3 rows and 

ional NO+M+M2 columns is needed. 

array 

KA Integer Input First subscript of AKA~Ml+M2+M3 

type 
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11 D 

Argument Type and Attribut 

Ml 

M2 

M3 

NO 

S 

C 

INDEX 

x 

OF 

EPS 

kind (*1) e 

Integer 

type 

Integer 

type 

Integer 

type 

Integer 

type 

Input 

Input 

Input 

Input 

Real type Input 

One-dimens 

ional 

array 

Real type Input 

One-dimens 

ional 

array 

Integer 

type 

Input 

Real type Output 

One-dimens 

ional 

array 

Real type Output 

Real type Input 

Content 

Ml is the number of standard conditional expressions in 

expression (I). MI~O 

M2 is the number of inequalities in the opposite direction in 

expression (2). M2~O 

M3 is the number of equations in expression (3). M3~O 

NO is the number of variables. NO~2 

S{M), one-dimensional array name. The right-hand sides of 

conditional expressions (I), (2), and (3) are set Note 

M=MI +M2+M3. 

C{N), one~dimensional array name. The coefficients of 

evaluation function (5) are set. Note N=NO+M+M2. 

1 is set for maximization and -I is set for minimization. 

X{N), one-dimensional array name. An optimum solution is put 

in X{l), ••• , X (NO), and the value of the slack variable *2 

is put in X{NO+l), ... , X{N). 

The maximum (minimum) value of the objective function is put 

in this argument. 

A value smaller than BPS detected during calculation is 

regarded as O. EPS>O 

168



/7/ 

Argument Type and Attribut Content' 

kind (*1) e 

ILL Integer Output ILL = 30000: The input argument does not satisfy the 

type specified conditions. 

ILL = 100 1 : When INDEX = 1, 

Zj-Cj<O is established and all elements of the 

corresponding . b a s e vector are 

negative and ()* are negat i ve. 

ILL = 1 002 : When INDEX = -1, 

Zj-Cj>O is established and all elements of the 

corresponding base vector are 

negat i ve and () * are negat i ve. 

*1 For double precision subroutines, real types are all assumed to be double precision real 

types. 

*2 See the calculation method in (3). 

(3) Calculation method 

Here, we take up an example under standard conditional expressions only (m=mt). If slack 

var iable At e;O, ••• ,A.e:O is introduced, expression (1) becomes 

(i=l , ... ,m) (6) 

I f it t, . • • ,it. is assumed to be xnO+ 1, • • • ,XnO+ID • express ions (6). (4), and (5) are 

represented by: 
nO ID 

Eai jX j+ Exno+ j=S i (i=l,· .. ,m) (7) 
j=O ;=1 

(j=l, ... ,nO+m) (8) 

(j=l, ... ,nO+m) (9) 

If (7) is assumed to be AX=S. A is the matrix of mx (nO+m). X is the column vector of 

(nO+m) and S is the column vector of m • 
• 
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Step 1 

m base vectors a nO+l,··· ,anO+m are selected from matrix A. The rank of (anO+l,··· ,ano+lI ) 

is m. 

)( which satisfies 

XnO+ tanO+ t + ••• +xnO+mOnO+m=S 

is a feasible basic solution. 

Step 2 

Initial end point is supposed to be; 

)( = (0, . . · ,0, XnO+ 1 , • • • ,XnO+m) 

a nO+l, • • • ,ano+. is 1 inearly independent, and ai, ••• ,am is represented by 

aj=XnO+I.janO+t+·· ·+xnO+m.jano+m (j=l,··· ,m) 

From expressions (9) and (11), the following is obtained: 

ZO=CnO+ 1 XnO+ 1 + ••• +CnO+mXnO+m 

Zj is supposed to be; 

Z j=Xno+ 1 • jCno+ I + ••• +XnO+m . jCnO+m 

Then, for adequate positive number 0, (0)-0 x (2) and (3)-0 x (4) become; 

(xnO+l-BXnO+l. j )an+ 1+· •• + (xno+IIt-BXnO+m. j )anO+IIt+Baj=S 

(XnO+ l-Bxno+ 1 • j) CnO+ 1+· • • + (xno+m-Bxno+m• j) c no+III+Bc j=zo-B (z j-C j) 

If 0 which makes one of (XnO+i=BX~O+i.i) (i=1,··· ,m) 0 and the rest non-negative in the 

(10) 

(11 ) 

(12) 

(13) 

(14) 

(15) 

(16) 

left-hand side of expression (16) is found, the left-hand side beccmes new evaluation function Z 

. That is; 

z=zo-B (z j-C i) (17) 

is established. If (Zj-Cj) :S0(j=1,··· ,m) is satisfied, z~ZO is established. This 

improves the maximization problem. The solution obtained when (Zj-Cj) ~O is established is the 

optimum solution. The minimization problem is the reverse of the above. 

Step 3 

B min XnO+i 
XnO+i .j 

is selected and assigned to expression (15); 

(18) 
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{ 

• . Ox XnO+i ' XnO+k.i (k=1 2 ' .. ,t' -1, t' +1 ,m) XnO+k=XnO+k- nO+k.i=xnO+k xnO+i.i ' , 

'0 XnOt+i x"= = -=---'--
J xnO+i.i 

(19) 

XnO+k,Xi becomes positive and the end point moves to 

x· = (0, ... ,xj, • • • ,X~O+I' • •• ,XnO+i-1 ,XnO+i+1 ,xnO+m). 

(4) Example 

The following program handles a minimization problem involving six variables, 

010 DIMENSION A(100,200),B(100),C(200),X(200),W(1600) 
020 10 READ(S,1000,END=30) NS 
030 NW=NS*BO 
040 READ(S,1010) (W(I),I=1,NW) 
OSO 1000 FORMAT(I10) 
060 1010 FORMAT(BOA1) 
070 WRITE(6,1020) (W(I),=I=1,NW) 
080 1020 FORMAT(1H ,BOA1) 
090 READ(S,1040) M1,M2,M3,NO,INDEX 
100 M=M1+M2+M3 
110 N=NO+M+M2 
120 DO 20 I=1,M 
130 READ(S,1030) (A(I,I1),I1=1,NO) 
140 20 CONTINUE 
1S0 READ(S,1030)(B(I2),I2=1,M) 
160 READ(S,1030) (C(I2),12=1,N) 
170 1030 FORMAT(BF10.0) 
1BO 1040 FORMAT(SI10) 
190 EPS=1.E-S 
200 CALL SIMPLX(A,100,M1,M2,M3.NO,B,C,INDEX,OF,X,EPS,ILL) 
210 WRITE(6,10S0) ILL,OF 
220 WRITE(6,1060) (X(I),I=1,NO) 
230 WRITE(6,1070)(C(I),I=1,N) 
240 GO TO 10 
2S0 30 STOP 
260 10S0 FORMAT(1HO,'ILL=',IS,' OBJECT fUNCTION VALUE IS',E1S. 

*6) 
270 1060 FORMAT(1H ,SE12.S) 
2BO 1070 FORMAT(1H ,. ZJ-CJ' /SE12.S) 
290 END 

Example of input 
6 

*** SUBJECT TO' 
X1+3X2-X3+2XS>=7.0 

-2X2+4X3+X4 >=12 
-4X2+3X3+BXS+X6>=10 

AND X(1<=I<=6»=0 
MINIMIZE F(X)=X2-3X3+2XS 

3 6 -1 
1~0 3.0 -1.0 0.0 2.0 0.0 
0.0 -2.0 4.0 1.0 0.0 0.0 
0.0 -4.0 3.0 0.0 B.O 1.0 
7.0 12.0 10.0 
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/, 't 
0.0 1.0 -3.0 0.0 2.0 0.0 

Example of output 

ILL= 
0.0 
0.0 

*** SUBJECT TO 
Xl+3X2-X3+2XS>=7.0 

-2X2+4X3+X4 >=12 
-4X2+3X3+8XS+X6>=10 

AND X(1<=I<=6»=0 
MINIMIZE F(X)=X2-3X3+2XS 

o OBJECT FUNCTION VALUE IS -0.110000E+02 
O.40000E+Ol O.SOOOOE+Ol 0.0 0.0 

ZJ-CJ 
-20.20000E+00 
ZJ-CJ 

0.0 0.0 -0.80000E+00-0.24000E+0 

0.0 -0.20000E+00-0.80000E+00 0.0 

(5) Note 

If a problem contains many conditional expressions for the number of variables, it is 

recommended to transform the problem into a dual problem. 

Example: SUBJECT to 

3U2~1 

'-
2ut+4u2~4 

2ut+ u2~3 

3ute=3 

4ut+2u2e;4 

Ut+2u2~ 1 

and, under Ui (i=l ,2) e:0, minimize g=2ut+2u2 is transformed to: 

2r2+2r3+3x4+4x5+X6~2 

3x t +4X2+X3+2r5+2r6~2 

and, it is substituted by maximize /=Xt+4x2+3x3+3x4+4XS+X6 under 

Xi (i=l ,2, • · • ,6) e:0. 

ut=4/3, u2=1/3 

X2= 1/3, x3=2/3 

z=g(U)=/(x) =10/3 

(1989. 01. 25) 

~ 
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MA X COS I I I D (Maximum Condensed Sort of a Vector) 

Maximum Condensed Sort of a Vector 

Programm Michiyo Kato. September 1982 

ed by 

Format Subroutine Language: FORTRAN; Size: 19. 19. and 19 lines 

respectively. 

(1) Outl ine 

If a real vector A and its element count Kl are given. MAXCOS/J/O rearranges them based on the 

Quicksort method without any overlap. and gives to KG the order in the vector A. 

(2) 0 i rect ions 

CALL MAXCOS/I/O (A. Kl. K2. KG. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input/ou Vector A to be processed. 

One-dimens tput This routine rearranges the elements in 

ional decreasing ord~r without any overlap. 
" 

array 

Kl Integer Input Number of elements of vector A to be 

type processed. 

K2 Integer Output Number of elements of vector A that do not 

type overlap with another. 

KG Integer Output Original number of element A that does not 

type overlap with another. 

ILL Integer Output ILL=O: Normal termination. 

type ILL=30000: Abnormal input. 

*1 For MAXCOI (MAXCOO). all real types should be integer types (double precision real types). 
<1987. 08. 11) 
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MA X S I I ID (Max imum element of vector and its number) 

Maximum Element of Vector and Its Number 

Programm Michiyo Kato; September 1982 

ed by 

Format Subroutine Language; FORTRAN Size; 17 lines each 

(1) Outline 

When real vector A is given. MAXS. MAXI. and MAXD each return the maximum element value and its 

number. 

(2) Direct i ans 

CALL MAXS/I/D(A. K1.A1. K2. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input Target vector for processing. 

One-dimens 

ional 

array 

K1 Integer Input Number of elements of target vector ~ 

type 

A1 Real type Output Maximum element of vector A. 

K2 Integer Output Number of maximum element Al. 

type 

ILL Integer Output ILL=O: Normal termination. 

type ILL=30000: No vector is specified for A. 

*1 For MAXI (MAXD). any real type should be changed to an integer type (double precision real 
type) . 

0987. 08. 11) 
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M I NCO S I I ID (Condensed sort i ng in ascend i ng order and element numbers) 

Minimum Condensed Sort of a Vector 

Programm Michiyo Kato; September 1982 

ed by 

Format Subroutine Language; FORTRAN Size; 22 lines each 

(1) Outline 

When real vector A is given. MINCOS. MINCOI. and MINCOD each sort the vector elements in 

ascending order without overlap and assign them sequential numbers within vector A. 

(2) Directions 

CALL MINCOS/I/D(A. K. K1.KG. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input/ou Target vector for processing. 

One-dimens tput' The vector elements are sorted by this routine in 

ional ascending order without overlap. 

array 

K Integer Input Number of elements of target vector A. 

type 

K1 Integer Output Number of elements of A which are not overlapped. 

type 

KG Integer Output Ascending sequential number assigned to a 

type non-overlapping element. 

one-dimens 

ional 

array 
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· 117 

Argument Type and Attribut Content 

kind (*1) e 

ILL Integer Output ILL=O: Normal termination •. 

type ILL=30000: I nput error. 

*1 For MINCOI (MINCOP). any real type should be changed to an integer type (double precision 
real type). 

<1987. 08. 11) 
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M INS I I ID (Minimum element of vector and its number) 

Minimum Element of Vector and Its Number 

Programm Michiyo Kato; September 1982 

ed by 

Format Subroutine Language; FORTRAN Size; 17 lines each 

(1) Out} ine 

When real vector A is given. MINS. MINI. and MIND each return the minimum element value of the 

vector and its number. 

(2) Direct ions 

CALL MINS/I/D (A. Kl. Al. K2. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input Target vector for processing. 

One-dimens 

ional 

array 

Kl Integer Input Number of elements of target vector ~ 

type 

At Real type Output Minimum element of vector ~ 

K2 Int~ger Output Number of minimum element Al. 

type 

ILL Integer Output ILL=O: Normal termination. 

type ILL=30000: No vector is specified for A. 

*1 For.MINI ~IND).any real type should be changed to an integer type (double precision real 
type). 

(1987. 08. 11) 
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MINSOS/I/D (Sort of vector in ascending order and element number) 

Minimum Sort of a Vector 

Programm Michiyo Kato; September 1982 

ed by 

Format Subroutine Language; FORTRAN Size; 13 lines each 

(1) Out 1 ine 

When real vector A and the number of its elements K are given. MINSOS. MINSOI~ and MINSOD each 

sort them in ascending order based on the Hoare's Quicksort·method and returns sequential numbers 

in original vector A to KG. 

(2) D i reet ions 

CALL MI NSOS/I/D (A. K. KG. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input/ou Target vector for processing. 

One-dimens tput The vector elements are sorted by this routine in 

ional ascending order. 

"\ 
array 

K Integer Input Number of elements of target vector l 

type 

KG Integer Output Number in ascending order of original element of 

type vector A. 

one-dimens 

ional 

array 

ILL Integer Output ILL=O: Normal termination. 

type ILL=30000: Input error. 

*1 For MINSOI (MINSOD), any real type should be changed to an integer type (double precision 
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PRO DU S I I I D (The Product Set of Two Vectors) 

The Product Set of Two Vectors 

Programm Michiyo Kato. September 1982 

ed by 

Pormat Subroutine Language: PORTRAN; Size: 38. 38. and 38 lines 

respectively. 

(1) Outl ine 

If real vectors A and B are given. PRODUS/I/D rearranges them in increasing order of the 

product set AnB. and outputs their order that was in the original vector. 

(2) Direct ions 

CALL PRODUS/I/D (A, B. KI. K2. K3. KG. KS. ILL) 

Argument Type and Attr ibut Content 

kind (*1) e 

A Real type Input/ou Vector A to be processed. This routine 

One-dimens tput outputs An B to A in increasing order. 

ional Number of arrays~Kl 

array 

B Real type Input Vector to be processed. 

One-dimens 

ional 

array 

KI Integer Input· KI = number of elements of A to be processed 

type + K2. 

K2 Integer Input Number of element of vector B. 

type 
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Argument Type and Attribut Content 

kind (*1) e 

K3 Integer Output Number of elements of An B. 

type 

KG One-dimens Output Gives the original element numbers that are 

ional rearranged in increasing order of the 

array of elements of a product set Ana However, the 

integer element number of B follows that of A. 

type. Size: Kl. 

KS One-dimens WORK Vector of size Kt 

ional 

array of 

integer 

type. 

ILL Integer Output I LL=O: Norma 1 term i na t ion. 

type ILL=30000: Abnormal input. 

*1 For PRODUI (PRODUD), all real types should be integer types (double precision real types). 
(1987. 08. 11) 
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SETPACK(MINS/I/D,MAXS/I/D,MINCOS/I/D,MINSOS/I/D,MAXCOS II/D,SU 

MSOS/I/D,SUBSOS/I/D,PRODUS/I/D) (Set operation program package) 

Set Operation Package 

Programm Michiyo Kato; September 1982 

ed by 

Format Subroutine Language; FORTRAN Size; 531 lines in total 

(1) Outl ine 

These subroutines decide the minimum and maximum elements of vector data and their numbers, 

sort vector data in ascending or descending order, condense vector data by deleting redundant 

elements, or generate a set sum, difference, and product vector of .two sets of vector data. 

(2) Direct ions 

These subroutines are explained individually. 

(3) Calculation method 

All these subroutines, other than those which determine the minimum and maximum elements of 

vector data, first arrange vector data by the Hoare's quick sort method1) and then perform their 

individual processing. 

(4) Performance 

The following table shows the result of the speed test conducted using FORTRAN77 OPT(3) on the 

M-200. 

No. Subroutine name Calculation time Size (\f vector 

(ms) 

I MINS/I/D 6 10000 

11 MAXS/I/D 6 10000 

III MINCOS/I/D 115 10000 

IV MINSOS/I/D 102 10000 

V MAXCOS/I/D 120 10000 
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No. Subroutine name Calculation time Size of vector 

(ms) 
I 

VI SUMSOS/I/D 182 10000+5000 
I 

VII SUBSOS/I/D 192 10000+5000 . 
VIII PRODUS/I/D 189 10000+5000 

(5) Note 

1 A subroutine of the SORTxy type2) for vector sorting is called. 

Bibliography 

1) D. E. Knuth, DThe Art of Computer Programming, DVol.3, Sorting and Searching, Chapter 
5:Sorting, Addison-Wesley (1972) 

2) Refer to SORTxK. SORTxy, and SRTVxz. 
(1987. 08. 05) <1987. 08. 21) 

~ 
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SORTPACK(SORTxK,SORTx y ,SRTVx z) (Internal sorting of scalar or vector data) 

(x:C,D,I,Q,S), (y:C,D,I,Q,S), (z:C,D,I,Q,S) 

Internal Sorting of Scalar or Vector Data 

(SORTPACK) 

Programm Ichizo Ninomiya: July 1982 

ed by 

Pormat Subroutine Language; PORTRAN77 

Size; SORTxk: About 118 lines 

SORTxy: About 136 lines 

SRTVxz: About 30 lines 

(1) Out! ine 

Bach of these subroutines sorts scalar data {ai, i=l , .•. ,N} or vector data 

{ Vi, i=l , • • • ,N} in computer main storage based on key data {ki, i=l , • • • ,N} . 

SORTxK, SORTxy, and SORTVxz are used to sort key data, scalar data, and vector data 

respectively. Their names depend on key data type x, scalar data type y, and vector data type z 

respect i ve ly. 

x is C, 0, I, or S. y and z are C, 0, I, Q, or s. Where 

C: Character type (arbitrary number of bytes ~256) 

0: Double precision (8 bytes) real type 

I: 4-byte integer type 

Q: Quadruple precision (16 bytes) real type 

S: Single precision (4 bytes) real type 

(2) Directions 

CALL SORTCK (N, AK, I NO) 
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CALL SORTIS(N,AK,A, IND) 

CALt SRTVSD(N. AK. V, KV, LV, lW, w. IND) 

Argument Type and Attribut Content 

kind (*) 

N Integer type 

AK one-dimensiona 

I array * 

A one-dimensiona 

I array ** 
V Two-dimensiona 

I array ** 
KV Integer type 

LV Integer type 

IW Integer type 

One-dimensiona 

I array 

W One-dimensiona 

1 array ** 

IND Integer type 

e 

Input Number of data items. N~l 

Input/ou Key data. One-dimensional array of size N. This is 

tput sorted. 

Input/ou Scalar data. One-dimensional array of size N. This is 

tput sorted. 

Input/ou Vector data. Two-dimensional array of size LXN. This 

tput is sorted. 

Input Adjustable dimension of V. kV~L 

Input Number of columns of V. Length of vector data. LV~l 

Work One-dimensional array of size N. 

area 

Work One-dimensional array of size LV. Same type as V. 

area 

Input 

IND;O: Data is sorted in ascending order of the key. 

Input/ou IND~O: Data is sorted in descending order of the 

tput key. 

However, character type data is always sorted in 

ascending order regardles~ of the IND value. 

Output 

IND=O: Normal termination. 

IND=30000: Argument error. 

* The type is determined by the fifth character of the subroutine name. C,D. I.~S 

** The type is determined by the sixth character of the subroutine name~ C,D, I,~S 
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C: Character type Q: Quadruple precision real type 

D: Double precision real type 5: Real type 

I: Integer type 

(3) Calculation method 

Each of these subroutines uses the Hoare's Quick Sort method that is the highest in speeds for 

In-place sorting requiring no work area. 

1. Sorting key data only 

The following discusses sorting only key data in ascending order. The entire data is 

regarded as a file and the consecutive parts are regarded as subfiles. The outline of the 

algorithm is as follows: 

(1) Empty the stack. 

(2) When the size of the subfile being processed becomes small than 16, go to (6). 

(3) Check three data items at the top, middle, and end of a subfile, then exchange them so 

that the largest comes last, the smallest comes to the center, and the intermediate comes 

first. Use the first data as the standard. 

(4) Check data items one by one alternately from the beginning and end of a subfile, then 

move those smaller than the standard data to the first half and those larger than the 

standard data to the latter half. After completing this operation, the standard data is 

transfered to the correct position and the subfile is divided into two subfiles (first and 

latter halves>. ' 

(5) Of the two subfiles, put the first and last locations of the larger subfile into the 

stack. Make the smaller subfile current and go to (2). 

(6) Sort the subfile by straight insertion sorting. 

(7) If the stack is empty, terminates sorting. Otherwise, fetch the first and last locations 

of the subfile that has been saved last, then go to (2). 

-To sort key data in descending order, change the signs of the entire key data, sort it in 

ascending order, then change the signs back again. 

2. Sorting key data and scalar data 

Add a procedure, which moves dependent scalar data along with key data, to the procedure 

'that sorts key data only. 

3. Sorting key data and vector data 

187



I~D 
Assign key data natural sequence numbers and sort it as dependent scalar data along with 

key data. The final location of vector data is known from number data. So. by moving vector 

data cyclically. almost all vector data is moved to the correc~ location by one movement. 

(4) Performance 

We performed a speed test for sorting real scalar data in ascending order with the real key. 

We used PORTRAN77 (OPT3) on the M-200 for this test. The table shows test results. Por 

comparison. the table also shows the results of the subroutine operations based on seven kinds of 

in-place sorting methods appearing in the book of Knuth t). The key data used was generated by 

uniform random numbers. 

--------------------------------------------------------
METHOD NAME 100 1000 10000 

--------------------------------------------------------
BUBBLE SORT BBSRTS 4MS 436MS 43318MS 

STRAIGHT SSSRTS 4MS 367MS 36562MS 
SELCTION SORT 

STRAIGHT SISRTS 2MS 191MS l8783MS 
INSERTION SORT 

·MERGE EXCHANGE MESRTS 3MS 48MS 870MS 
SORT 

DIMINISHING DISRTS 2MS 21MS· 363MS 
INCREMENT SORT 

HEAP SORT HPSRTS lMS l8MS 246MS 

QUICK SORT SORTSS lMS 11MS l30MS 
(FORT77) 

QUICK SORT SORTSS lMS 8MS 102MS 
(ASSEMBLER) 

(5) Bxample 

1. Only character type key data C consisting of four characters is sorted. 

CHARACTER*4 C(1000) 

CALL SORTCKCN,C,IND) 

END 

2. Real number key data AK and number data NO are sorted in ascending order. 
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REAL*4 AK(10000) 
INTEGER*4 NO(10000) 

DO 10 1=1,N 
10 NOCI)=1 

IND=O 
CALL SORTSICN,AK,NO,IND) 

END 

3. Double precision eigenvalues B are sorted together with eigenvectors V in descending order 

of eigenvalues B. 

(6) Notes 

REAL*8 ECSO),VC100,SO),WC100) 
INTEGER*4 IWCSO) 

N=SO 
KV=100 
L=100 
IND=1 . 
CALL SRTVDDCN,E,V,KV,L,IW,W,IND) 

END 

1. Order of the key data depends on the type of data. So, it is important to select a 

subroutine appropriate to the type of target key data. 

2. Scalar and vector data other than key data is not compared but is just moved based on the 

key data. Therefore, different types of data can be mixed if they match in the number of 

bytes. Por instance, a program for double precision real data can be used to sort 8-byte 

complex data. To sort vector data consi~ting of four 4-byte numbers, it is better to use a 

scalar sort subroutine by regarding it as quadruple precision (16 bytes) scalar data rather 

than vector data. 

Bibliography 

1) D.B.Knuth; DThe'Art of Computer Programmingn
, Vol. 3, Sorting and Searching, Chapter 5:Sorting, 

Addison-Wesley (1972). 

(1989. 01. 25) 
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SUB SOS I I I 0 (The D i ff ere nee Set of Two Vectors) 

The Difference Set of Two Vectors 

Programm Michiyo Kato, September 1982 

ed by 

Format Subroutine Language: FORTRAN; Size: 36, 36, and 36 lines 

respect i vely. 

(1) Outl ine 

If real vectors A and B are given, SUBSOS/I/D obtains the difference set A-B in increasing 

order of elements, and outputs the number in the original vector. 

(2) Direct ions 

CALL SUBSOS/I/D (A, B, KI, K2, K3, KG. KS. ILL) 

"Argument Type and Attribut Content 

kind (*1) e 

A Real type Input/ou Vector A to be processed. This routine 

One-dimens tput outputs A-B to A in increasing order. 

ionaI 

array 

B Real type Input Vector B to be processed. 

One-dimens 

ionaI 

array 

KI Integer Input KI = number of elements of A to be processed 

type + K2. 

K2 Integer Input Number of element of vector B. 

type 
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Argument Type and Attribut Content 

kind (*1) e 

K3 Integer Output Number of elements of A-B. 

type 

KG One-dimens Output Gives the origInal element numbers that are 

ional rearranged in increasing order of the 

array of elements of a difference set A-B. However. 

integer the element number of B follows that of A. 

type Size: Kl. 

KS One-dimens WORK Vector of size K2. 

ional 

array of 

integer 

type 

ILL Integer Output ILL=O: Normal termination. 

type ILL=30000: Abnormal input. 

*1 For SUBSOI (SUBSOD). all real types should be integer types (double precision real types). 

(1987. 08. 11) 
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SUMSOS I I ID (The Sum Set of a Two Vectors) 

The Sum Set of a Two Vectors 

Programm Michiyo Kato. September 1982 

ed by 

Pormat Subroutine Language: PORTRAN; Size: 15. 15. and 1~ lines 

respectively. 

(1) Outline 

If real vectors A and B are given. SUMSOS/I/D obtains the sum set AUB in increasing order, and 

gives the original vector numbers. 

(2) Directions 

CALL SUMSOS/I/D (A, B. Kl, K2. K3. KG. ILL) 

Argument Type and Attribut Content 

kind (*1) e 

A Real type Input/ou Vector A to be processed. 

One-dimens tput This routine outputs AU B to A in increasing 

ional order. 

array 

B Real type Input Vector B to be processed. 

One-dimens 

ional 

array 

Kl Integer Input Kl: Number of elements of A to be processed + 

type K2. 

K2 Integer Input Number of elements of vector B. 

type 
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lis 

Argument Type and Attribut Content 

kind (*1) e 

K3 Integer Output Number of elements of AU B. 

type 

KG Integer Output The elements of a sum set is rearranged in 

type increasing order. and the original element 

number is given. However. the element number 

of B follows that of A. 

ILL Integer Output ILL=O: Normal termination. 

type ILL=30000: Abnormal input. 
~ -- ---- --- --

*1 Por SUMCOI (SUMCOD). all real types should be integer types (double precision real types). 

0987. 08. 11) 0987. 08. 27) 
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18. Figure display- ap~lication program-

~ I 

.) 

194



/0; '7 
CON RM (Contour Line) 

Contour Line 

Programm Kazuo Hatano 

ed by 

Pormat Subroutine Language: FORTRAN; ,S i ze: ·undefi ned 

For details. refer to p.170-172 of "Guide to PigurativeOutput (Revised)," page 242. August 1985." 

<1987. 07. 27) 
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(0; ~ 

CONTOR (Contour ·Line) 

Contour Line 

Programm K~zuo Hatano 

ed by 

Pormat Subroutine Language: PORTRAN; Size: Undefined 

Por details. refer to pages 165 and 166 of "Guide to Figurative Output (Revised). page 242. 

August 1985. » 

(1987.07.27) ~ 

...) 
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/77 

CONT1M (Contour Line) 

Contour Line 

Programm Kazuo Hatano 

ed by 

Format Subroutine Language: FORTRAN; Size: undefined 

For details. refer to p.173-174 of "Guide to Figurative Output (Revised). page 24& Au~ust 198~" 

<1987. 07. 27) 
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2.00 

CONT1S (Contour Line) 

Contour Line 

Programm Kazuo Hatano 

ed by 

Format Subroutine Language: FORTRAN; Size: Undefined 

For details, refer to pages 168 and 169 of "Guide to Figurative Output (Revised), page 24~ 

August 1985. u 

(1987.07.27) -.) 

~ 
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CTL2 (Contour line display program) 

Contour Line 

Programm Tomikazu Kamiya and Akihiko Yamamoto. October 1984 

ed by 

Format Subroutine Language: FORTRAN; Size: 327 lines 

(1) Out} ine 

(a) Draws the contour line using dashed lines. 

(b) Capable of specifying the height of contour lines to be drawn and the type of the 

corresponding pen and line (solid or dashed) by simple repetition method. 

(c) Capable of indicating the function values (numerical strings) in an optional size. 

digits. and steps at the same time for each contour line level. 

(2) Direct ions 

CALL CTL2 (A. I A. NX. NY. LX. LY. ZLH. OZ. BBXY. KI NO. OH. HN. IN. N) 

Argument Type and Attribut Content 

kind (*1) e 

A Two-dimensional array. It contains the values of mesh 

points. 

lA Two-dimensional work array. The size should match that of A. 

NX Adjustable dimensions of the first subscript of arrays A and 

NY lA. 

Adjustable dimensions of the second subscript of arrays A and 

lA. 
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Argument Type and Attribut Content 

kind (*1) e 

LX Number of mesh points (LX~NK) in the X direction (the first 

LY subscript). 

Number of mesh points (LY~NY) in the Y direction (the second 

subscript). 

ZLH One dimensional array of ZLH(2). The lower limit of the 

contour line level is put in ZLH(1), and the upper limit is 

put in ZLH(2). 

DZ 

BBXY 

Spacing between contour lines to be drawn (DZiFO.O). 

One-dimensional array declared as BBXY(4). The following 

values should be input. 

The X coordinates at mesh point A(l, 1) are put in BBXY(1), 

and the X coordinates at mesh point A(LX,.LY) are put in 

BBXY(3). 

The Y coordinates at mesh point A(l, 1) are put in BBXY(2). 

and the Y coordinates at mesh point A(LX,LY) are put in 

~n(~. 
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Argument Type and Attribut 

KINO Integer Input 

type 

One-dimens 

ional 

array 

OH Real type Input 

UN Real type Input 

One-dimens 

ional 

array 

Content 

This argument is declared as KINO(4), and the drawing 
conditions should be set as follows: 
KINO(!): The relationship between the level of contour lines 
and the kind of lines should be specified. 

=0: All lines are solid lines. 
=1: All lines are broken lines. 
=2: Positive or 0 parts are solid lines. 

Negative parts are broken lines. 
=3: Negative parts are solid lines. 

Positive or 0 parts are broken lines. 
= others: The kinds of pens, that is. DIJN(l) I. 
I IN (2) I. I IN (3) I. and ••• Dare repeated for each DZ 
from ZLU (1) • 

If IN(K)>O. solid iines are drawn. 
If IN (K) <0. broken lines are drawn. 

KINO(2): Whether to 'draw the value at each level of contour 
lines should be specified. 

=0: Values are not drawn (contour lines only). 
=0: Values are drawn at the same time. They are 
plotted at each step specified by KINO (3). 

KINO(3): When the values at each level of contour lines are 
to be drawn at the same time. the number of steps should be 
specified. About one-third of LX and LY should be specified. 

When the pen shifts to the contour line of the next level 
before the current number of steps reaches that of KINO(3). 
the values at the current level are drawn. 
KINO(4): The number of digit& of numbers to be drawn at 
KINO(2) =#=0 should be specified. 

This argument is the same as the argument N of the 
NUMBBR rout i ne. 

When broken contour lines are to be drawn. the length of a 

broken line segment should be specifie~ This argument uses 

the DASHP routine internally. and has the same meaning as the 

argument DLBN. The length of broken lines varies according 

to how much contour lines are congested or BBXY. LX. or LBY. 

The height of numeric strin~s to be drawn at KINO (2) =#=0 

should be specified according to each level. If the level of 

contour lines corresponds to the kind of the penIJN(K) I. the. 

numeric strings of height UN(K) is drawn. HN should be 

specified at the same time as IN. If N=l. a simple variable 

can be speci f ied. (Size: N) 
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Argument 

IN 

N 

Type and 

kind (*1) 

Integer 

type 

One-dimens 

ional 

array 

Integer 

type 

Attribut 

e 

Input 

Input 

Content 

When a contour line is to be plotted, the kind of the pen and 

line should be 'specified by the iterative method. Assume 

tha t the I eve I of contour lines is ZLH (1) +DZ· (K-1). 

If the pen is IJN(MOD(K,N}) I, and the segment 

IN(MOD(K,N})>O, a solid line is draw~ If the pen is 

IJN(MOD(~N» I, and the segment IN(MOD(K,N))<O, a broken line 

is drawn. 

I f MOD (~ N) =0, N is assumed. 

However, if KINO(1)=O to 3, it is preceded as the kind of the 

segment. Thus, it is meaningless to specify a negat i ve 

IN (K). 

For examp I e, if (1) KI NO (1) = 1, IN (1) =1, IN (2) =2, IN (3) =3, and 

N=3 and (2) KI NO (1) =4, IN (1) =-1, IN (2) =-2, IN (3) =-3, and N=3 

are specified as arguments, they have the same meaning. 

(Size: N) 

Size of HN and Jl If N=L HN and IN can be single 

variables. 

Notes: 1. For the relationship between the level of contour lines and the kind of lines, the two 

specification methods, KINO(I) and IN, are available. However, KINO (1) should be preferentially 

specif ied. 

~ If KINO(l)=O and KINO(2)=O, the function is quite th~ same as CTLKTL except the specification 

of the pen. 

3. If a value other than zero is given to only a specific HN(K), and a zero is given to others, 
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2.06 

SOLMOR (Solid Figure) 

Solid Figure 

Programm Kazuo Hatano 

ed by 

Format Subroutine Language: FORTRAN; Size: undefined 

For details, refer p.179-181 of "Guide to Figurative Output (Revised), page 242, August 1985. " 

(1987.07.27) 

~ 

~ 
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2 D 7 

SOLRM (Solid Figure) 

Solid Figure 

Programm Kazuo Hatano 

ed by 

Format Subroutine Language: FORTRAN;'S ize : under i ned 

For details, refer p.181 .... 186 of I.IGuide to Figurative Output (Revised), page 242, August 1985 •. " 

0987.07.27) 
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TRIMAP (Contour Line) 

Contour Line 

Programm Yoshio Sato 

ed by 

Format Subroutine Language: FORTRAN; Size: undefined 

For details. refer to p.175-179 of "Guide to Pigurative Output (Revised). page 242. August 198~" 

(1987.07.27) 
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2(0 

(Bitwise logical operations for 4-byte data) 

Bitwise Logical Operations for 4-Byte Data 

Programm Ichizo Ninomiya; August 1980 
ed by 

Format Function Language; Assembler Sizc; 71 lines 

(1) Outline 

BITLOGIC is a set of functions that performs bit-by-bit logical operations for 4-byte data. 

lAND: Logical product INAND: Negation of logical product 

IOR: Logical add INOR: Negation of logical add 

IEOR: Exclusive OR IMPLY: Implication 

IEQV: Equivalence IDIF: Logical difference 

INEQV: Negation of equivalence (same as IEOR) ICOlfPL, INOT: Negation 

(2) Direct ions 

4-byte integer type function. Whatever argument can be used if it is a 4-byte number. ICOMPL 

and INOT each use one variable, and the other functions each use two variables. 

K=IAND (X, Y) K=INOR (X, Y) 

K=IOR (X, Y) K=IMPLY (X, Y) 

K= I EOR (X, Y) K=IDIF (X, Y) 

K= 1 EQV (X, Y) K= I COMPL (X) 

K=INEQV (XI Y) K=INOT (X) 

K=INAND (X, Y) 

The truth table of these functions is shown for referencc. 
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2(( G{ J 

x Y "lAND IOR IBOR IBQV INAND INOR IMPLY IDIP ICOMPL(X) 
(INBQV) (I NOT) 

0 0 0 0 0 1 1 1 1 0 1 

0 1 0 1 1 0 1 0 1 0 1 

1 0 0 1 1 0 1 0 0 1 0 

1 1 1 1 0 1 0 0 1 0 0 

(3) Note 

The logical elements for logical operators • NOT., • AN D., and • OR. must be logical 

~ 
variables (constants. array elements. and relational expressions). BITLOGIC function performs 

bit-by-bit logical operations for 4-byte data. 

(1987. 06. 24) (1987. 08. 21> 

~ 
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2)2 

I BIT C T (Count of Bits »1» of a 4-Byte Data) 

Count of Bi ts "1" of a 4-Byte Data 

Programmed Ichizo Ninomiya, November 1982 

by 

Format Function Language: Assembler; Size: 59 lines 

(1) OutI ine 

IBITCT counts the number of »1» bits in the binary representation of four byte data. 

(2) Directions 

1. I BITCT (N) 

. N is the four-byte data of an arbitrary type.· The value of the function is a four-byte 

integer type. 

2. Limit of argument 

All data is acceptable if it is a four-byte data. 

(3) Calculation method 

The number of bits per byte is counted and added up from the table. 

(4) Performance 

The M-200 requires about 2 micro seconds per data. 

0987. 08. 11> 

~ 

~ 
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IBITRV (Bit Reversal of a 4-Byte Data) 

Bit Reversal of a 4-Byte Data 

Programmed Ichizo Ninomiya. November 1982 

by 

Format Function Language': Assembler; Size: 66 lines 

(1) Out line 

IBITRV puts a 4-byte data bit pattern in the reverse order. 

(2) Direct ions 

1. IBITRV(N) 

2/3 

N is the 4-byte data of an arbitrary type. The value of the function is a 4-byte integer 

type. 

2. Limit of argument 

All data is acceptable if it is a four byte data. 

(3) Calculation method 

The data is put in the reverse order using the table of byte data reversed in advance. 

(4) Performance 

The M-200 requires about two micro seconds per data. 

(1987. 08. 11) 
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IGCD (Greatest common divisor of two integers) 

GCD of Two Integers 

Programm Ichizo Ninomiya; March 1987 

ed by 

Format Function Language; FORTRAN77 Size; 14 lines 

(1) Outline 

IGCD calculates the greatest common divisor of two integers. 

(2) Direct ions 

1. I GCD (M. N) 

M and N each are an arbitrary integer-type expression. 

2. Range of argument 

Any value can be specified for the argument. 

(3) Calculation method 

The Euclid's Algorithm is used. 

IGCD determines the greatest common divisor of the absolute valu~s of two numbers regardless of 

whether they are positive or negative. If one of two numbers is O. 0 is the greatest common 

di visor. 

0987. 08. 11) 
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2J5-

PR I ME (Gener a t i on of pr ime number tab I e) 

Generation of Prime Number Table 

Programm Ichizo Ninomiya; March 1987 

ed by 

Pormat Subroutine Language; PORTRAN77 Size; 51 lines 

(1) Out 1 ine 

PRIMB calculates all prime numbers below a given positive integer. 

(2) Direct ions 

CALL PRIMB(N,NSIZB,NPRIMB, IPRIMB, ILL) 

Argument 

N 

NSIZB 

NPRIMB 

IPRIMB 

ILL 

Type and Attribut 

kind e 

Integer 

type 

Integer 

type 

Integer 

type 

Integer 

type 

one-dimens 

ional 

array 

Integer 

type 

Input 

Input 

Output 

Output 

Output 

(3) Calculation method 

Content 

Given integer. N~2. 

Size of array IPRIMB for prime number table. NSIZB~5. 

Number of prime numbers outained. Number of prime 

numbers below N or NSIZB, whichever is smaller. 

Prime number table. The prime numbers obtained are 

stored in ascending order starting with 2. 

Brror code. I LL=O: Norma I. 

ILL=30000: Argument error. 

PRIMB repeats dividing integers K, other than multiples of 2, 3, and 5, by prime numbers 
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greater than 7 and smaller than ~. If it cannot be exactly divided by any prime number, it 

is a prime number. 

(4) Note 

If NSIZE is too small, only the first NSIZE number of prime numbers out of those equal to or 

less than N is 9btained. 

From the viewpoint that the number of prime numbers equal to or less than N is about N/logN, it 

is recommended to specify rather a large value for NSIZE. If N is small, make NSIZE=N for 

safety. 

Bibliography 

1) Handbook of Mathematical Functions, Dover, N. Y., PP. 821-873. 

<1987. 08. 11) 
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PRM FAC (Prime factor decomposition of an integer) 

Prime Factor Decomposition of an Integer 

Programm Ichizo Ninomiya; March, 1987 

ed by 

Format Subroutine Language; FORTRAN77 Size; 68 lines 

(1) Outl i ne 

PRMFAC dec~mposes a given positive integer N into prime factors and uses them to calculate 

Buler's function 'P(N) 'and Mobius' function Il(N). 

(2) Direct ions 

CALL RMFAC(N, NFAC, IFAC, IBXP, IBULBR, IMOBBS, ILL) 

Argument Type and Attr ibut Content 

kind e 

N Integer Input Given integer. N~1. 

type 

NFAC Integer Output Kind of prime factors of N. 

type 

IFAC Integer Output The Jth prime factor in ascending order of J that lies in 

type I~J~NFAC enters IFAC(J). 

one-dimens 

ional 

array 

IBXP Integer Output The exponent of prime factor IFAC(J) of J that lies in 

type I~J~NFAC enters IBXP(J). 

one-dimens 

ional 

array 
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Argument Type and Attribut Content 

kind e . 
IBULBR Integer Output Buler's function q>(N) • 

type 

IMOBBS Integer Output Mobius' function I1(N) • 

type 

ILL Integer Output Error code. ILL=O: Normal. 

type ILL=30000: N<1. 

(3) Calculation mefhod 

1. When the subroutine is called for the first time, the routine PRIME is called to generate the 

prime number table consisting of 46340 or less prime numbers. 

2. Whether K is a factor of N is examined. for all pr ime numbers K in the range of 2~K:13,.fN. 

3. When N is decomposed to N=~~=lF1i : 

III 

q>(N)=N-~ (Pi-l )/pi, 
i:::l 
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Il(N) =1 ••••• When N=1. 

Il(N) = (-1) m ••• When ei=l is met for any i. 

Il(N) =0 ••••• When ei ~2 is met for certain i. 

(4) Note 

NPAC is 10 or less for all integers up to ~1-1. 

Bibliography 

1) HandbooK of Mathematical Punctions, "Dover, N. Y. t pp.821-873. 

2}1 

0987.08.11) 
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RANDOM/DRANDM (Generation of uniform random number) 

Generation of Uniform Random Number 

Programm Ichizo Ninomiya; 1980 
ed by 

Format Function Language; Assembler Size; 25 lines 

(1) Out} ine 

RANDOM and DRANDM each generate uniform random numbers in interval (0.1) using the congruence 

method. RANDOM is a single precision routine. and DRANDM is a double precision routine. DRANDM 

needs to be declared as double precision. 

(2) Direct ions 

X=RANDOM (I X) 

Argument Type and Attribut Content 
kind e 

IX Integer Input Initial value. Non-negative integer. To generate one random 
type number sequence. this argument must be set to 0 at the second 

and subsequent call. 

(3) Example 

DIMENSION X(100) 

X(1)=RANDOMC1) 

DO 1 1=2,100 

1 XCI)=RANDOMCO) 

(4) Note 

When a large amount of random numbers are generated. RANU2 of Fujitsu SSL 11 is more efficient 

than these functions. 
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R 0 U N DID R 0 U N D (Round-off of rea I numbers) 

Round-off of Real Numbers 

Programm Ichizo Ninomiya; April 1981 
ed by 

Format Function Language; Assembler Size; 18 lines each 

(1) Out! ine 

ROUND rounds off a double precision real number into a single precision real number. DROUND 

rounds off a quadruple precision real number into a double precision real number. 

(2) Directions 

ROUND (0) t DROUND (Q) 

D and Q are arbitrary double and quadruple expressions respectively. DROUND needs to be 

declared as double precision. 

(1987. 06. 24) 
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